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Abstract

We address the open issue of providing efficient mech-
anisms for mulii-destination communication over one
class of lightwave WDM architectures, namely, single-
hop networks. We suggest, analyze, and optimize
several alternative approaches for broadcast/multicast.
One of our major contributions is the development of
a sutte of adaptive multicast protocols which have very
good performance, are very simple to implement, and
are insensitive to propagation delays.

1 Introduction

With the advent of telecommunication services and
computer applications (such as distributed data
processing [1], broadcast information systems [2],
and teleconferencing, among others) requiring multi-
destination communication, it is now likely that a sig-
nificant portion of the overall traffic in future commu-
nication environments will be of the multi-destination
type. It is, therefore, important that next-generation
networks employ efficient multicast mechanisms [3].

The single-hop architecture for lightwave networks
[4, 5, 6, 7, 8] employs Wave Division Multiplexing
(WDM) to divide the enormous information-carrying
capacity of fiber into multiple concurrent channels,
and may deliver an aggregate throughput in the order
of Terabits per second. Single-hop networks are all-
optical in nature, i.e., a packet is sent from the source
to the destination without passing through interme-
diate stations. For a successful packet transmission,
one of the transmitters of the source and one of the
receivers of the destination must operate on the same
wavelength. Thus, tunable transceivers are required,
as well as some form of coordination among stations
wishing to communicate. We focus on a wavelength-
time assignment of the optical bandwidth, an exten-
sion of TDMA over a multichannel environment.

For single-destination traffic, we have developed a
general framework for analyzing and optimizing the
throughput performance for any transceiver tunability
characteristics, and general (potentially non-uniform)

traffic patterns [5]. The issue of multi-destination traf-
fic has only been addressed in the context of single-hop
networks in [9], where, under simplifying assumptions,
upper bounds on the system performance are derived.
In this paper we suggest, analyze, and optimize several
alternative approaches to performing efficient broad-
cast/multicast over single-hop lightwave networks.

Section 2 describes the network model, and Section
3 analyzes and optimizes the performance of sched-
ules suitable for mixed (single- and multi-destination)
traffic. In Section 4 we develop a suite of adaptive
multicast protocols. Section 5 presents some numeri-
cal results, and Section 6 concludes the paper.

2 System Model

We consider a network of N stations, each equipped
with one receiver and one transmitter, interconnected
through an optical broadcast medium that can sup-
port C wavelengths, Ay,...,A¢. In general, C < N.
The properties of the network depend on whether
the receivers only, or the transmitters only are tun-
able; we refer to these systems as FT-TR and TT-
FR, respectively. In the former case, wavelength
A7) € {Ay,...,Ac} is assigned to the fixed trans-
mitter of station 7, and the receivers are tunable over
all wavelengths A.,c = 1,...,C. Similarly for TT-
FR systems. Due to space constraints, only tunable-
receiver networks will be considered here; a discussion
on TT-FR networks can be found in [10].

We distinguish between single- and multi-destination
packets; the latter need to be delivered to a number
of stations, members of a multicast group. A multi-
cast address is associated with each multicast group.
The network operates in a slotted mode [11], with
a slot time equal to the packet transmission time
plus the tuning time. We define o; and p; as the
probability that a new single-destination and multi-
destination packet, respectively, arrives at station ¢
during a slot time. p;; is the probability that an ar-
riving single-destination packet is destined to station
j, and Zj p:; = 1. Each station has N buffers, one
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for storing packets destined to each of the N — 1 possi-
ble destinations, and one for storing multi-destination
packets. Each buffer can hold one packet; packets ar-
riving to a full buffer are lost. This is an extension of
the models in [5, 12].

Time slots are grouped in frames of M slots. A sched-
ule indicates, for all < and j, which slots within a frame
can be used for transmissions from ¢ to j; it can be
described by variables 6§;),t =1,...,M, called per-
missions, and defined as

5 =

(1)

1, if : may transmit to j in slot ¢
0, otherwise

Whenever C < N, a number of fixed receivers or
transmitters may have to be assigned the same wave-
length A.,e=1,...,C. We let R, and X, subsets of
{1,..., N}, denote the set of receivers and transmit-
ters, respectively, sharing wavelength A..

We will be concerned with evaluating the performance
of the various schedules in terms of throughput, de-
fined as the expected number of packets successfully
received per slot. Under certain circumstances to be
discussed shortly, a single transmission of a multi-
destination packet on a given channel may be received
by several receivers listening on that channel. Thus,
the total throughput may be higher than the number
of channels, C,if C < N.

2.1 Transmission Modes

Let g be the multicast group of a multi-destination
packet originating at station ¢. Typically, the mem-
bers of g are not known in advance; also, group mem-
bership may change during the life of a multicast com-
munication. One way to guarantee that a packet
will be received by all current members of its mul-
ticast group would be to have the source broadcast
the packet to the entire network. The receivers would
then use the multicast address to filter out any pack-
ets they do not need. If, however, the average size of
a multicast group is small compared to the number of
stations in the network (a situation that often arises
in distributed computing systems), an approach that
attempts to deliver all multicast packets to all possi-
ble destinations would be extremely wasteful in terms
of bandwidth. Ideally, we would like to have sched-
ules that allow a source to deliver a packet only to the
current members of the packet’s multicast group. We
now define the following transmission modes to exploit
the inherent multicast capability of FT-TR networks
-(formal definitions in terms of 65;-) can be found in

[1op):

Broadcast mode. One station, ¢, the owner of slot ¢,
is given permission to transmit to all stations (which
have to tune their receivers to A(i), the transmit wave-
length of 7, in that slot). No other station may trans-
mit in slot t.

Multicast mode. One station, ¢, the owner of slot
t, may transmit to a multicast group g. Other sta-
tions may transmit to destinations not in the multicast
group, in one-to-one mode (to be described shortly),
and in channels other than A(%).

In a multicast slot only current members of a multicast
group, g, tune their receivers to the source’s transmit
wavelength; other receivers may tune to other wave-
lengths. Thus, unlike broadcast slots in which all
receivers are tuned to a certain source’s wavelength
and no other communication may take place, multi-
cast slots provide for transmission concurrency and,
consequently, higher throughput. However, allocating
at least one slot per frame for transmissions to each
possible multicast group would be impractical even
for networks of moderate size, as the number of such
groups explodes with the number of stations. In Sec-
tion 4 we present several adaptive protocols to dynam-
ically update the permissions in each multicast slot
according to the current multicast groups. Since the
protocols are based on the assumption that a source
will have L > 1 packets to transmit to the same mul-
ticast group, broadcast slots may still need to be used
in situations where this assumption does not hold (for
instance, when multicast is used for response collec-
tion [13]).

Finally, the one-to-one mode [5] will be used to trans-
mit single-destination packets in FT-TR networks.

One-to-One mode. The one-to-one mode is such
that within a slot ¢ (a) exactly C permissions are given
to different source-destination pairs, one per channel,
(b) no transmitter is given more than one permission,
and (¢) no two stations may transmit a packet to the
same destination.

A schedule will be called “one-to-one”, “broadcast”, or
“multicast” if it consists entirely of one-to-one, broad-
cast, or multicast slots, respectively. Figure 1 demon-
strates the various transmission modes for a FT-TR
network with N = 4 stations, C = 2 wavelengths,
X1 = {1,3} and X, = {2,4}. The cyclic schedules
also shown are special cases, whereby each station may
transmit to each possible destination exactly once per
frame (for the one-to-one mode), or has exactly one
broadcast slot per frame (for the broadcast mode).
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Figure 1: Transmission Modes

3 Analysis and Optimization

In any realistic environment, the traffic pattern will
typically consist of a mix of point-to-point and mul-
ticast traffic. As a result, for the case of FT-TR net-
works that we are considering, we need schedules with
both one-to-one and broadcast slots. One-to-one slots
will be used exclusively for single-destination packets,
while broadcast slots will be used solely for broadcast-
ing multi-destination packets to the network. Note
that, for a given schedule, the throughput of single-
destination traffic will be independent of the amount
of multi-destination traffic, and vice versa.

Let M denote the number of slots per frame, including
one-to-one and broadcast slots, and a;; be the num-
ber of one-to-one slots within a frame in which ¢ may
transmit to j. Let dg-’), k=1,...,a;, denote the dis-
tance, in slots, between the beginning of the (k—1)-th
such slot (or the a;j-th slot of the previous frame, if
k = 1) and the beginning of the k-th slot. 7 will have a
packet to transmit to j in the k-th slot in a frame, if at
least one packet arrived in the previous dff) slots. The
throughput of single-destination traffic originating at
i and destined to j would then be

Gi5

1 (%)
Ty =22 > 1-(1-opyj)™ (2
M k=1

Let b; be the number of broadcast slots within a frame
of which 7 is the owner (i.e., the only station which can

transmit in these slots), and define dg";;), m=1,...,b;,

in a way similar to d,(f). The average number of multi-
destination packets transmitted by i per slot is

b,
_ 1 . d(_‘“)
T = 37 L-0-w™ @)

A multi-destination packet will be received by all sta-
tions in its multicast group; in terms of throughput,
then, only the size of a group is important. If 7 is
the average size of a multicast group, the aggregate
network throughput can be computed by (2), (3), and

N N N
Tiotal = Tmulh’ + Tsingle = Z ﬁfn,b + Z Z T‘lJ (4)
=1

i=1j=1

3.1 Schedule Optimization

From previous experience [5] we expect the problem
of obtaining schedules that optimize the throughput of
mixed traffic to be a hard allocation problem. We now
develop an optimization heuristic to construct sched-
ules that not only perform very well, but also guar-
antee a specified level of throughput for each class
of traffic. The heuristic is based on a decomposi-
tion of the problem into two manageable subprob-
lems, namely, the problems of finding optimal sched-
ules assuming each class of traffic is offered to the
network in isolation. Optimization of schedules for
single-destination traffic only (p; = 0V i) is presented
in [5], while schedules optimal for multi-destination
traffic only (¢; = 0 V ¢) are derived in Appendix A.
Then, the two schedules are merged so that the aggre-
gate throughput is maximized.

Let S; and S3 be two schedules of frame lengths M,
and Mj, respectively. Without loss of generality, let
M; > M; and M; = mM,. If mis an integer, merging
of S) and S; is performed by inserting one slot of S,
after every m slots of 1, resulting in a new schedule
S, of frame length M = M; + M,. Schedule merging
can be easily generalized to situations where m is not
an integer. In Figure 2 we show the result of merging
the schedules of Figures 1(a) and 1(d).

Consider a one-to-one schedule, S, optimized for
single-destination traffic only. We may now merge
S with {1 > 1, frames of a broadcast schedule, S,
optimized for multi-destination traffic, effectively pro-
viding slots in which multi-destination packets may be
transmitted. As ! increases, the merged schedule will
tend to favor multi-destination packets (note that as
! — oo, the resulting schedule will be indistinguish-
able from an S’ schedule) in which case the through-
put of single-destination traffic may suffer. Therefore,
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Figure 2: Schedule merging

we must choose ! so that both the total throughput,
Tiotal, is high and the throughput of single-destination
traffic, Tyingle, is at least o percent of Tierar, where o
is a specified parameter. Our approach is outlined
in the following Schedule-Merging Heuristic (SMH).
Note that the stopping rule at Step 4 guarantees that
the final schedule will have broadcast slots.

SMH

1. Given oy, pij, and C, obtain an optimized one-to-
one schedule, Sy, of frame length M [5).

2. Given p; and C obtain a broadcast schedule,
Sh, of frame length M’, optimized for multi-
destination traffic only (Appendix A). Set [ — 1.

3. Merge one frame of Sy with ! frames of S to
produce a schedule, S;, of frame length M +[M’.

4. I 1 = 1 or (Thotat(St) > Tiotar(Si—1) and
Tyingte(S1) = oTiota1(Sh)) set [ < [+1 and repeat
from Step 3. Otherwise, stop; the best schedule
18 51_1 .

4 Adaptive Multicast Protocols

We now present a suite of adaptive multicast protocols
for FT-TR networks which assume that each station,
i, is the owner of b; multicast slots per frame. The
protocols are adaptive in the sense that the transmis-
sions allowed in these multicast slots are not specified
in advance; instead, they are dynamically updated to
reflect the current members of multicast groups. A
station, i, may transmit to any multicast group in its
b; multicast slots, and as the multicast group changes,
the permissions in each of these slots also change so
that the overall throughput is maximized.

4.1 The Basic Idea

The operation of the protocols is based on the assump-
tion that a source, ¢, will typically transmit L consec-
utive packets, L > 1, to the same multicast group, g.

This is true, for example, in the case of bulk arrivals,
i.e., when a long message has to be fragmented in a
number of fixed-size packets. L need not be constant;
we assume that L is equally likely to be any integer
in the range Lyin < L < Ljmar. Lmin and Lpyay may
correspond to the minimum and maximum message
size, respectively. We will now describe the basic idea
behind the operation of the protocols by considering
the transmissions in i’s multicast slots; similar obser-
vations can be made for other stations’ multicast slots.

In the first multicast slot with ¢ as its owner all stations
tune their receivers to A(Z), the transmit wavelength
of i. Let g be the multicast group to which the packet
transmitted by 7 in that slot is addressed, and let L be
the total number of packets ¢ will transmit to the same
group; g = ¢ if no packet is transmitted by ¢ in that
slot. Suppose that | g |< N —1, and consider a station
j# i If j € g, then j will continue listening to A(3) in
subsequent multicast slots of i. However, if j € g, j is
free to tune its receiver to the transmit wavelength of
another station, k, in subsequent multicast slots of 7.
If k has a single-destination packet for j, and provided
that A(k) # A(3), it can transmit it in ¢’s multicast
slots, thus increasing channel utilization.

After ¢ transmits all L packets to the same multicast
group g, it will not be able to transmit to a group
g’ # g, unless all stations not in g are somehow noti-
fied. We therefore require that all stations tune their
receivers to A(4) in specified multicast slots of ¢, called
synchronization slots (as explained, the first multicast
slot is a synchronization slot). The F' multicast slots
of i between synchronization slots are called free as
receivers not in g are free to tune to any wavelength
other than A(¢). F is a network-wide constant and
thus, all stations can synchronize by tuning to A(Z) in
synchronization slots. F' will, in general, be a function
of L (i-e., Lmin, Lmasz), as well as of the propagation
delay (more on this later), and must be carefully se-
lected in order to maximize the overall throughput.

We have not yet discussed how a receiver j & g selects
a transmitter k£ # 7 to tune to in 7’s free multicast slots.
There are two issues that need to be considered. First,
A(k) must be different than A(Z) to prevent packet loss
due to collisions in free multicast slots. Second, k must
also be informed of j’s decision. Real-time negotiation
between j and other stations to determine k is imprac-
tical because of the propagation delays involved.

To solve the first problem we start with a one-to-one
schedule, S, of frame length M, and let a; be the num-
ber of slots per frame in which ¢ may transmit under
S, a; = Zﬁl E;V:I 58). We then specify b;,b; < a;,
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of these slots as multicast slots with ¢ as their owner.
Let t be one of these b; slots and consider a station
J # i which, according to the one-to-one schedule S,
has to tune its receiver to station k in slot ¢. If ¢ is
a synchronization slot, or if ¢ is a free slot but j € g,
j will ignore the permissions specified by S and, in
slot ¢, it will tune to A(Z) instead. However, if ¢ is a
free multicast slot and j ¢ g, j will tune to A(k) as S
specifies. Note that, since S is a one-to-one schedule
and both ¢ and & are given permission to transmit in
the same slot ¢, we have A(¢) # A(k).

4.2 Determining Group Membership

Since all stations execute the same protocol, the prob-
lem of informing k about j’s decision is now partially
solved: k knows that j will tune to A(k) in slot ¢ if (a)
t is a free slot, and (b) j € g. Deciding about (a) is
done by k as part of the protocol for tuning its own
receiver. Thus the problem reduces to how k& may de-
termine whether j is in the multicast group ¢ or not.
We now describe three protocols which differ in their
assumptions about k’s knowledge regarding member-
ship in the multicast groups of packets originating at
station i # k.

Global-knowledge Multicast Protocol (GMP).
k maintains tables to map a multicast address in a
packet originating at i into the stations-members of
the multicast group. By listening to a synchronization
slot of 7 it can tell whether j is in the multicast group
or not. Since k£ must have similar tables for all 7, this
protocol may be very expensive in terms of memory
requirements, as well as in terms of the communication
cost for building and maintaining the tables.

Control-packet Multicast Protocol (CMP). k
has no knowledge about the members of multicast
groups of packets originating at i !. However, be-
fore transmitting a packet to a new multicast group,
g, ¢ will first transmit, in a synchronization slot, a
control packet with information about the members
of g. Following the control packet transmission, ¢ will
transmit the L packets to g as discussed above. k uses
the control packet to associate g with the group mem-
bers. This protocol incurs the overhead of one extra
packet, but this is not expected to be a problem, es-
pecially if Lpin > 1. In addition, this protocol does
not require building and maintaining potentially large
global tables at each station.

Probabilistic Multicast Protocol (PMP). k has
no way to find out whether j belongs to g or not. It

1Except, of course, for deciding whether k itself is in the
multicast group or not.

will transmit a packet to j in a free multicast slot of
i, if it has one, with probability q. No overhead in
terms of memory or control packets is incurred, but
the selection of an appropriate value for ¢ is crucial
in order to minimize packet loss due to destination
conflicts (if j € g, j will tune to A(?) in free multicast
slots of ¢ and k’s transmissions in these slots will be
wasted). In general, ¢ should represent the probability
that j will not belong to g. If 77 is the average number

of stations in a multicast group, we set ¢ = 1 — %

4.3 Effect of Propagation Delay

Under either GMP or CMP a transmitter k # ¢ must
receive the packet transmitted by ¢ in a synchroniza-
tion slot before it can determine whether the stations
to which it is scheduled to transmit in the next free
multicast slots of ¢ belong to g or not. Figure 3 illus-
trates how propagation delay may become a problem.
In this Figure we show a synchronization slot of i fol-
lowed by F free slots and another synchronization slot.
The transmitters of both ¢ and k are synchronized at
the beginning of each slot. But a packet transmitted
by i will not be received by the receiver of k until 73
slots later, where 7;; is the propagation delay from i
to k, in slots. In the scenario of Figure 3, by the time
k receives the packet transmitted by ¢ in the first syn-
chronization slot, free slot ¢; has already passed by its
transmitter. Since at the beginning of ¢;, k does not
know whether j € g, it may not transmit to it.

As a result of the propagation delays some of the free
multicast slots may not be used for single-destination
transmissions; the longer the propagation delays the
less free slots that may be utilized. In the extreme case
when all F free slots are within a propagation delay,
GMP will not be able to capitalize on the availabil-
ity of free slots to improve the throughput. Thus, F
is indeed a function of the propagation delay as men-
tioned earlier. Observe, though, that the propagation
delay will have a negative effect only if it increases
beyond the number of slots between consecutive mul-
ticast slots with the same owner. By assigning multi-
cast slots to 7 so that they are spaced out in the frame
we can make the distance between two consecutive
multicast slots much larger than one slot, and make
GMP and CMP largely insensitive to propagation de-
lays. Under PMP, on the other hand, a station does
not need to wait until it receives the packet transmit-
ted in the synchronization slots; thus, the throughput
of PMP is not affected by propagation delays at all.

The algorithms used by the various transmitters and
receivers for tuning in ¢’s multicast slots are shown in
Figures 4, 5, and 6. The algorithms are very simple
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to implement, and thus suitable for the high-speed
environment we are considering.

The throughput performance of adaptive protocols
was evaluated through simulation (with confidence of
99% in less than 1% variation from the mean).

5 Numerical Results

Schedules Optimized for Mixed Traffic. We
have used SMH to obtain optimal schedules for net-
works with various single-destination traffic parame-
ters [10, 5] (not shown here due to space constraints).
For the multi-destination traffic we have assumed,
without loss of generality, that p; = p ¥ ¢. Since we are
interested in the performance of the schedules as the
amount of multi-destination traffic increases, our con-
clusions are valid for the general case, i.e., different p;.
In all our experiments we have found that schedules
produced with SMH achieve a very high total through-
put, and, by adjusting the value of ¢, they overcome
the fairness problems associated with schedules opti-
mized for only one class of traffic [10].

As an example, Figure 7 plots the throughput of sched-
ules with one-to-one and broadcast slots optimized
with SMH {(a = 46%, N = 8,C = 4, ring-type single-
destination traffic matrix). Note that, when p > 0,
packets transmitted within a broadcast slot are re-
ceived by multiple stations, and the total throughput
is higher than the number of channels, 4. The dip
in throughput at p = 0.15 can be explained by con-
sidering the operation of SMH, which guarantees that
Tyingte(St) > aTiorar(Si). Let I, 1) be the values of
1 selected by SMH for p(1) and p(®, respectively, with
p1) < p(2 In general, I(1) < 1) unless the above
condition is violated for p = p(®,1 = 1) in which case
SMH is forced to select I(2) < {1 effectively decreas-
ing (increasing) the throughput of multi-destination
(single-destination) traffic to satisfy the condition.

Adaptive Protocols. We consider a 20-station net-
work with ring-type single-destination traffic matrix
[10], and maximum size of a multicast group equal to
5. We set Lyin = 30, Limar = 50, p = 0.4. We also
assume that the propagation delay from #’s transmit-
ter to j’s receiver, 7;; = T V 4,j. Figure 8 plots the
throughput of PMP as F', the number of free slots
between two synchronization slots increases from 5 to
100 (recall that PMP is totally insensitive to propaga-
tion delays). From the figure it is clear that the value
of F affects both the single- and multi-destination traf-
fic throughput, as discussed in Section 4.1. The high-
est overall throughput is obtained for F' = 50.

The throughput of GMP (F = 50) as a function of the
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Figure 3: Effect of propagation delay (not in scale)
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Xmit packet

Figure 4: Algorithm executed by i’s transmitter for
transmission in #’s multicast slots.

propagation delay, 7, is plotted in Figure 9, where 7
is given in slots. For 424-bit packets (the size of an
ATM cell), 1Gbps data rates, and speed of light in the
fiber v = 2 x 108 m/s, the range of propagation delays
plotted represent delays over distances up to 17Km,
reasonable for LANs/MANs. Figure 9 confirms our
assertion that GMP is, to a large degree, insensitive
to propagation delays; single-destination throughput
only slightly decreases as propagation delays increase.
The throughput of GMP is also higher, across the
whole range of propagation delays, than the through-
put of schedules with one-to-one and broadcast slots
optimized with SMH (not shown). GMP increases the
throughput by permitting single-destination packet
transmissions in multicast slots. The real advantage of
the adaptive protocols, however, lies on their adapt-
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wait for next
multicast slot of i

S-SLOT = synchronization slot

Tune to A(i)
€ = multicast group

Tune to A ()

Tune according to
one-to-one mode

Figure 5: Algorithm executed at j’s receiver for tuning
in 7’s multicast slots.

ability. These protocols maintain very good perfor-
mance even under changing multi-destination traffic
characteristics (e.g., average multicast group size and
pi), while for schedules with one-to-one and broadcast
slots it would be necessary to rerun SMH to construct
a new optimized schedule.

6 Concluding Remarks

We have addressed the problem of carrying both
multi- and single-destination traffic over single-hop
WDM networks. We presented an optimization
heuristic, as well as adaptive multicast protocols
to obtain schedules that maximize the aggregate
throughput. Our results indicate that slot assignment
adaptability is both desirable and feasible for multi-
destination traffic.
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A Optimal Broadcast Schedules

We now address the problem of obtaining optimal
broadcast schedules assuming the traffic offered to the
network is of the multi-destination type only (o; =
0V i), and is described by p;.

Recall that only one station is allowed to transmit in a
slot of a broadcast schedule. Given p; Vi, the problem
of obtaining an optimal broadcast schedule is equiv-
alent to the single-channel problem in [12]. There, it
was shown that the percentage of time, z;, that station
¢ should be given permission to transmit is:

In(1 — p;)
TIEN 1
2j=11n(1 - p;)
z; is independent of the frame length M. Given a

Fibonacci number M > N [12], we assign b; broadcast
slots to station ¢ such that

(5)

N
|Mz;] <b; < [Mz;]Vi, and Y b;i=M (6)

i=1

We then use the golden-ratio policy, also developed
in [12], to place the b; slots, ¢ = 1,..., N, within the
frame. As an example, for a network with N =4,C =
2, and p1 = p2 = p3 = 0.19,p4 = 0.1, the optimal
schedule is as in Figure 1(c). If p; = p V ¢, the optimal
broadcast schedule is a cyclic one, as in Figure 1(d).
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