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Abstract—RWA is a fundamental problem in the design and
control of optical networks. We propose link selection algorithms
that reduce the size of the link-based ILP formulation for RWA
by pruning redundant link decision variables. The resulting
formulation scales well to mesh topologies representative of
backbone and regional networks. In our experiments, the new
formulation decreases the running time by more than two orders
of magnitude without any impact on optimality. The link selection
techniques are general in that they may be applied to any
optimization problem for which the ILP formulation consists of
multicommodity flow equations as its core constraints.

I. I NTRODUCTION

The global network infrastructure is built on a founda-
tion of optical networking technologies, first deployed in the
backbone and regional parts of the network but now also
reaching into the access part in the form of PON architectures.
Therefore, the planning and design of optical networks [14]is
crucial to the operation and economics of the Internet and its
ability to support critical and reliable communication services.
In optical networks, traffic is carried overlightpaths that are
optically switched at intermediate nodes. The routing and
wavelength assignment (RWA) problem is one of selecting
a path and wavelength for each connection demand, subject
to certain constraints. RWA is a fundamental problem in
the engineering, control, and design of optical networks,
and arises in most network design applications, including
traffic grooming [3], [5], survivability design [12], and traffic
scheduling [9].

Offline RWA [7] is a network design problem in which the
input typically consists of a set of traffic demands. Several
variants of the problem have been studied in the literature,
mainly differing in the objective pursued. In general, these
problems are NP-hard [1], and several integer linear pro-
gram (ILP) formulations have been proposed to solve them.
Recently, we developed an exact decomposition approach
for an ILP formulation based on maximal independent sets
that makes it possible to obtain optimal solutions to the
RWA problem for maximum size (i.e., 16-node) SONET
rings in only a few seconds using commodity CPUs [16].
Unfortunately, current optimization methods cannot be used
to solve optimally mesh network instances arising in practice.
Consequently, many heuristic solution methods have been
developed under various assumptions and network settings;
e.g., refer to the surveys in [4], [17]. Nevertheless, the lack of
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scalability of optimal methods makes it difficult to characterize
the performance of heuristic algorithms, and severely limits the
application of “what-if” analysis to explore the sensitivity of
network design decisions to forecast traffic demands, capital
and operational cost assumptions, and service price structures.
Currently, such analysis requires substantial investments in
computational resources, time, and relevant expertise.

In this paper, we propose link selection algorithms for
link-based ILP formulations that reduce the problem size by
pruning redundant link decision variables. The link selection
techniques are general in that they may be applied to any
optimization problem for which the ILP formulation consists
of multicommodity flow equations as its core constraints. By
applying these techniques to the offline RWA problem, the
resulting formulation scales well to mesh topologies represen-
tative of backbone and regional networks. In our experiments,
the new formulation decreases the running time by more than
two orders of magnitude without any impact on optimality.

The paper is organized as follows. In Section II, we re-
view the complexity of the link-based formulation that is
the starting point of our work. In Section III, we introduce
two link selection algorithms to reduce the problem size. We
present an experimental study to investigate the effectiveness
of this approach in Section IV, and we conclude the paper in
Section V.

II. L INK ILP FORMULATION OF THE RWA PROBLEM

Consider a connected graphG = (V,A), whereV denotes
the set of nodes andA denotes the set of directed links (arcs)
in the network. We defineN = |V | andL = |A| as the number
of nodes and links, respectively. Each directed linkl consists
of an optical fiber that may supportW distinct wavelengths.
Let T = [tsd] denote the traffic demand matrix, wheretsd is
a non-negative integer representing the number of lightpaths
to be established from source nodes to destination noded. In
general, traffic demands may be asymmetric, i.e.,tsd 6= tds.
We also make the assumption thattss = 0,∀s.

There are three classes of ILP formulations for the RWA
problem depending on the types of variables used: (1) link-
based [13], (2) path-based [11], or (3) maximal independent
set (MIS)-based [13], [16]. A comparison of link and path
based formulations was carried out in [8], while several RWA
algorithms based on LP relaxations of such formulations were
designed and studied in [2].

Path- and MIS-based formulations require the pre-selection
of paths, hence they are suboptimal in mesh networks. There-



fore, we focus on the link ILP formulation in which the entities
of interest (i.e., decision variables) are link related. The link
formulation is based on expressing the RWA problem as a
multicommodity flow problem. Let us define the following
sets of decision variables:

• clw
sd ∈ {0, 1}: binary variable that indicates whether

there exists a lightpath from nodes to noded that uses
wavelengthw on link l;

• uw ∈ {0, 1}: binary variable that indicates whether
wavelengthw is used anywhere in the network; and

• ωtotal: the number of wavelengths used in the network.

With these notations, the link ILP formulation can be ex-
pressed as:

Minimize : ωtotal

Subject to:

∑

links l ∈ L
outgoing fromn

clw
sd −

∑

links l ∈ L
incoming ton

clw
sd =







0, n 6= s, d

tsd, n = s

−tsd, n = d

∀n, s, d, w

(1)

∑

s,d

clw
sd ≤ 1, ∀l ∈ A,∀w (2)

∑

s,d

∑

l

clw
sd ≤ uwN(N − 1)L, ∀w (3)

ωtotal ≥ wuw, ∀w (4)

uw = 0, 1, ∀w; clw
sd = 0, 1, ∀s, d, l, w (5)

Expressions (1) are the multicommodity flow equations at
noden. Specifically, ifn is an intermediate node in the path
from some sources to some destinationd, the traffic coming
into n should be equal to the traffic going out ofn, as such
traffic is not dropped at, or originates from, this node; hence
the left hand side of (1) must be equal to zero. Ifn is the
source nodes, the first sum of the left hand side is equal to
the traffictsd to noded and the second sum is zero. Similarly,
if n is the destination noded, the second sum of the left
hand side is equal totsd and the first sum is zero. This set
of constraints ensures that all traffic demands are satisfied.
Moreover, they also take care of the wavelength continuity
constraints: the right hand side of the equation is zero for any
intermediate noden in the path from a source to a destination,
ensuring that if traffic arrives atn on some wavelength, it will
leaven on the same wavelength. Expressions (2) represent the
distinct wavelength constraints of the RWA problem, such that
no two connections share the same wavelength on one link.
Expressions (3) make sure thatuw is set to 1 if wavelengthw
is used on any link by any connection. Expressions (4) count
the number of used wavelengths by makingωtotal equal to the
index of the highest wavelength used. Expressions (5) are the
integrality constraints for the decision variables.

The scalability of the link ILP formulation depends directly
on its size. This size, in turn, is determined by the number
of decision variables and constraints. The number of theclw

sd

variables is equal toN(N − 1)LW for general topology
networks. There are alsoW variablesuw, and the decision
variableωtotal. Hence, the total number of variables in the link
formulation for general network topologies isO(N2LW ).

In terms of the number of constraints (ignoring the integral-
ity constraints (5)), expressions (1) correspond toN2LW con-
straints, expressions (2) yieldLW constraints, expressions (3)
consists ofW constraints, as does expression (4). Overall, the
formulation consists ofO(N2LW ) constraints.

Given that the size of the link ILP formulation grows as
O(N2LW ), it is not surprising that it cannot be applied
directly to topologies representative of regional, national, or
international backbone networks. In the next section, we
present two link selection techniques that can be used to
reduce the size of the formulation in terms of both the number
of variables and the number of constraints. Our approach is
general in the sense that it can be applied to the link-based ILP
formulation ofanymulticommodity flow problem that includes
constraints similar to (1), regardless of the exact form of the
objective function or other constraints.

III. L INK SELECTION ALGORITHMS

Based on our discussion of the link-based formulation
represented by expressions (1)-(5), it is clear that its size
O(N2LW ) is determined by the multicommodity flow equa-
tions (1). Specifically, there is one variableclw

sd for each linkl

of the network, even if such a link cannot be on the path
from sources to destinationd in any optimal solution to
the problem. For instance, consider a network covering the
continental United States. It is highly unlikely that an optimal
solution to the RWA problem would route a lightpath between
two cities in the western part of the country (e.g., from Los
Angeles to Seattle) over a path that includes a link in the
eastern part of the country (e.g., a link from Philadelphia to
New York). Indeed, such a circuitous route is likely to require
more resources (in this case, wavelengths) than necessary,
resulting in a corresponding increase in the objective function.
Instead, it is likely that in any optimal solution this lightpath
will be routed along a more direct path consisting of links
that are geographically located close to the western part of
the country.

Based on this observation, we are interested in defining
decision variablesclw

sd only for links that are in the “neighbor-
hood” of each source-destination pair(s, d). By eliminating a
large number of these decision variables for each pair(s, d),
the size of the formulation may be reduced significantly with
corresponding gains in running time. Clearly, however, the
elimination of decision variables restricts the solution space,
potentially leading to suboptimal solutions. Therefore, one has
to be careful in how to define the neighborhood of links of a
source-destination pair.

We note that in the pure link-based ILP formulation, the
neighborhood of each source-destination node pair is implic-



itly defined as the whole network, regardless of the relative
location of each node. We believe that this is a crude approach
that guarantees optimality at the expense of extremely high
running time. At the other extreme, if the neighborhood is
defined as the shortest path between a pair of nodes, the solu-
tion can be obtained in polynomial time (e.g., using Dijkstra’s
algorothm) but it is likely to be far from optimal. Therefore,
we propose two parameterized algorithms for selecting the
links on which the decision variablesclw

sd are defined for
each source-destination pair(s, d). In essence, each algorithm
corresponds to a distinct method of defining the neighborhood
of links for a given pair(s, d). Furthermore, the parameter
of each algorithm can be tuned to select a desirable tradeoff
between running time and optimality of the solution.

A. D-Thresh: Select links close to the source and destination
nodes

The key idea of theD-Thresh selection algorithm is to select
those links that are geographically close to both the sources

and the destinationd of a given lightpath demand, as these are
the links that are more likely to be part of the optimal routes
between the two nodes. Letdist(s, d) denote the cost of the
shortest path between nodess and d. Let D be a distance
threshold;D is a parameter of the algorithm. Letl be a link
with end pointsi and j. Then, link l is considered as part of
the neighborhood of the source-destination pair(s, d) if and
only if the following expression is true:

dist(s, i) + 1 + dist(j, d) ≤ dist(s, d) + D. (6)

In other words, the above expression admits a linkl = (i, j)
in the neighborhood if the path froms to d fromed by the
concatenation of the shortest path froms to i, the link l and
the shortest fromj to d has a cost that is no larger than the
cost of the shortest path froms to d plus the thresholdD.
The thresholdD is used to limit the number of links to be
considered as part of the neighborhood, and may be calibrated
to strike a good balance between running time and optimality.

B. K-Path: Select links on the route ofk-shortest paths

Note that theD-Thresh algorithm selects links for a source-
destination pair(s, d) solely based on distance. However, the
importance of a link is likely to also depend on its relative
position with respect to the node pair(s, d), and in particular,
on whether or not it lies on a shortest path froms to d. Hence
we introduce theK-Path selection algorithm whereK is a
parameter, consisting of the following steps:

1) Use ak- shortest path algorithm to compute the firstK

shortest paths betweens andd.
2) Define the neighborhood of links for the pair(s, d) as

the union of the links in theK shortest paths.

Intuitively, the K-Path link selection algorithm has two
main advantages overD-Thresh:

• K-Path takes into account both the distance of a link from
the source and destination nodes and its relative location
(i.e., whether it lies on a shortest path). Therefore, the

algorithm tends to select higher quality links that are
more likely to carry traffic in an optimal solution. TheD-
Thresh algorithm, on the other hand, may include certain
links of low quality in that they are not situated on a
promising path between the source and destination nodes.

• Since several shortest paths may share common links,
the set of selected links expands relatively slowly as the
value of parameterK increases. On the other hand, the
D-Thresh algorithm will tend to include a set of links
that is rapidly increasing as the value of parameterD

increases from a low value, and will include all links as
D approaches one-half the network diameter.

C. Modified Link-Based ILP Formulation

Once the neighborhood of links for each source-destination
pair has been selected, we modify the formulation shown in
expressions (1)-(5) as follows:

• we remove the variableclw
sd for each linkl that is not in

the neighborhood of node pair(s, d); and
• we remove a constraint (1) for a noden and node pair

(s, d) whenevern is not an endpoint of a linkl in the
neighborhood of(s, d).

As a result both the number of decision variables and the
number of constraints in the formulation decreases, resulting
in a more compact size. Note that, for a given value of
parametersK andD, the amount of reduction in formulation
size increases rapidly with the size of the network due to the
greater opportunity for link elimination.

Figure 1 illustrates the relative behavior of the two link
selection algorithms, in terms of the increase in the number
of decision variablesclw

sd , as a function of the value of the
parameter of each algorithm. The results shown in this figure
were obtained on the 17-node, 52-link German network [6].
The figure plots the number ofcwl

ij variables for theD-Thresh
andK-Path algorithms against the value of the corresponding
parameter (i.e.,D and K, respectively). Note that parameter
D starts at zero, in which case the neighborhood of links for
each source-destination pair includes only the links alongthe
corresponding shortest path. ParameterK, on the other hand,
starts at one; for this value ofK, the K-Path algorithm only
selects links along the shortest paths as well. Hence, the two
curves start at the same number of decision variables.

As the value of parameterD increases, the number of deci-
sion variables included by theD-Thresh algorithm increases
rapidly; for D = 10 the D-Thresh algorithm includes all
links in the network for all source-destination pairsl; in other
words, forD = 10 the resulting formulation is equivalent to
the original formulation in expressions (1)-(5)1. Under theK-
Path algorithm, the number of decision variables also increases
but much more gradually. This behavior is consistent with the
observation we made earlier that theK shortest paths share
common links. WhenK = 10, we can see that the number of

1Recall that we define linksl to be directional. Therefore, even though the
diameter of the network is less than ten, it takes a value ofD = 10 to include
variables for all links and all source-destination pairs inthe formulation.
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Fig. 1. Number ofclw

sd
variables vs. parameter value, German network

variables in the resulting formulation is less than one-half the
total number of variables in the original formulation.

D. Comparison to Path-Based ILP Formulation

A path-based ILP formulation for the RWA problem is
set up by pre-computing a set ofK shortest paths between
each pair of nodes, and only allows lightpaths to take these
paths. A natural question that arises, then, is how a link-based
formulation resulting from theK-Path selection algorithm,
compares to the path-based formulation. The following lemma
answers this question.

Lemma 3.1:Consider a set ofK shortest paths for each
source-destination pair, a path-based formulation set up on
this set of paths, and a modified link-based formulation set up
using theK-Path algorithm to select links for theclw

sd variables
from the same set of paths. Then, the solution to the modified
link-based formulation is no greater than the solution to the
path-based formulation.

To see that the lemma is true, consider Figure 2 that illus-
trates a part of a network between a sources and destination
d, includingK = 2 shortest paths denoted by the solid (blue)
lines. These two paths represent the solution space of the path-
based formulation for demands froms to d. The modified
link formulation, on the other hand, is set up with links, not
paths, as the entities of interest. As a result, the solutionspace
for demands froms to d within this formulation includes, in
addition to the two shortest paths above, the two paths denoted
by the dashed (red) lines, each consisting of one link from one
of the shortest paths and one link from the other. In general,
therefore, the solution space (in terms of paths) of the modified
link-based formulation is larger than that of the path-based
formulation, hence the optimal solution of the former cannot
be worse than that of the latter. In the worst case, if theK paths
are link-disjoint, the solution space of the two formulations
will be exactly the same.

IV. EXPERIMENTAL STUDY

In this section, we present the results of an experimental
study we conducted to investigate the performance of the
new link-based formulation with wise link selection using the
D-Thresh andK-Path algorithms. We are interested in two

Fig. 2. An illustration on the advantage ofk-path link selection algorithm

metrics: scalability (running time) and quality of solution.
All results were obtained by running the IBM Ilog CPLEX
12 optimization tool on a cluster of identical compute nodes
with dual Woodcrest Xeon CPU at 2.33GHz with 1333MHz
memory bus, 4GB of memory and 4MB L2 cache.

Our study involves a large set of problem instances defined
on several network topologies with random traffic matrices.
In particular, we consider the following topologies (numbers
refer to directed links): (1) the 11-node, 52-link Cost-239
network; (2) the 14-node, 42-link NSFNet [15]; (3) the 17-
node, 52-link German network [6]; and (4) the 20-node,
78-link EON network [10]. These networks have irregular
topologies of increasing size that are representative of existing
backbone networks, and have been used extensively in optical
networking research. For each topology, we generate the traffic
demand matrixT = [tsd] by drawing the (integer) traffic
demands (in units of lightpaths) uniformly at random in the
interval [0, Tmax].

A. D-Thresh vs.K-Path

Figures 3(a) and (b) present the performance of theD-
Thresh andK-Path algorithms, respectively, for problem
instances generated on the German network topology with
Tmax = 2. The x axis of each figure represents the value
of the corresponding algorithm parameter,D or K. The lefty
axis represents the solution value (i.e., number of wavelengths,
ωtotal) obtained by solving to optimality the ILP resulting
for a given parameter value, while the righty axis represents
the running time (in CPU seconds) for solving the ILP to
optimality. Recall that, if the shortest path is unique (e.g., for
nodes that are adjacent to each other), the ILP forD = 0
(underD-Thresh) is equivalent to the one forK = 1 (under
K-Path), in that they only include decision variablesclw

sd only
for links on the shortest path between each pair of nodes.
Hence, these results correspond to solutions that route each
lightpath demand along the shortest path.

As we can see, under both link selection algorithms, the
solution value drops rapidly as the parameter value (D or
K) grows to two, and then remains constant indicating that
optimality has been reached. Another observation is that the
running time of theD-Thresh algorithm grows rapidly with
the value ofD; on the other hand, the running time ofK-Path
grows much slower with the value ofK (note that the running
time scales in the two figures are dfferent). Specifically, at



D = K = 2, the running time of the new link formulation
resulting fromD-Thresh is around 8000 sec, while that of the
link formulation resulting fromK-Path is around 300 sec –
with no difference in solution quality. WhenD = K = 10,
the running time withD-Thresh is about 64,000 sec or more
than 17 hrs, while that withK-Path is around 2200 sec. This
result is consistent with our discussion in the previous section.

Figures 4(a) and (b) are similar to the above two but
show results for traffic matrices withTmax = 6. Since the
total traffic demand is higher, the solution value and running
time are higher than in the earlier figures. For theD-Thresh
algorithm we provide results only up toD = 2, as for higher
values the running time exceeds the 36-hour limit we imposed.
The link formulation resulting from theK-Path algorithm, on
the other hand, only takes around 3,600 seconds to solve to
optimality whenK = 2; for K = 10 the running time is
around 30 hrs.

It is important to note the fact that for all the problem in-
stances included in the above four figures, settingD = K = 2
is sufficient for the two link selection algorithms to reach the
same optimal solution as the original link-based formulation.
This result is generally true for all the network topologies
we have investigated in our experimental study. Therefore,
D = K = 2 strikes a good balance between solution quality
and running time. Hence, for the results presented next we use
D = K = 2.

B. Running Time Comparison to Original Formulations

Figure 5 compares the original link and path formulations
to the link formulations produced by theD-Thresh andK-
Path link selection algorithms forD = K = 2 in terms of
running time, for the four network topologies listed above and
Tmax = 2.

We observe that, within the 20-hour time limit we imposed,
the original link-based formulation can solve to optimality
problem instances on the three smaller topologies, but not on
the 20-node EON network. Using theD-Thresh algorithm,
the resulting link formulation runs more than one order of
magnitude faster, and can be used to solve the EON network
within the time limit. The new link formulation resulting from
the K-Path algorithm performs even better, reducing the run-
ning time by more than two-and-a-half orders of magnitudes
compared to the original link formulation; in fact, it can solve
all four network topologies within just a few hundreds seconds.
It even outperforms the original path-based formulation (which
is generally preferred to the link-based formulation as it is
faster) by more than one order of magnitude.

C. Solution Quality Comparison

Finally, let us investigate the quality of the solutions ob-
tained by the link formulation. Figure 6 plots the solution value
obtained by the original link-based formulation, the path-based
formulation, and the new link formulation under theK-Path
algorithm (K = 2), as a function ofTmax for the NSFNet;
note that the solutions obtained by the link formulation under
D-Path with D = 2 are identical to those shown here for

K-Path. We observe that the new link formulation with link
selection yields the optimal values obtained by the original
link formulation. On the other hand, the solution obtained
by the path formulation is suboptimal (i.e., 59 vs. 56). We
have obtained similar results for the other three topologies, but
they are omitted due to the page limit. These results indicate
that the new link formulation with theK-Path link selection
algorithm can be used to obtain optimal solutions to realistic
problem instances in reasonable time, and outperforms the path
formulation in both speed and solution quality.

V. CONCLUDING REMARKS

We have presented a new link formulation for the RWA
problem that uses wise link selection to reduce significantly
the formulation size. In our experiments, we have observed a
more than two-and-a-half orders of magnitude improvement
in running time compared to the original formulation without
any impact on optimality. The new formulation outperforms
the path-based formulation in terms of both running time and
solution quality. More importantly, the wise link selection
techniques may be applied to any optimization problems
that can be formulated as an ILP with multicommodity flow
equation as the core constraints.
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(a) D-Thresh algorithm
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(b) K-Path algorithm

Fig. 3. Running time (sec) and solution value (wavelengths) vs. parameter value, German Network withTmax = 2

0 1 2 3 4 10
60

70

80

90

100

110

120

Parameter D

S
ol

ut
io

n 
V

al
ue

 

 

0 1 2 3 4 10
0

2

4

6

8

10

12
x 10

4

R
un

ni
ng

 T
im

e
Solution Value
Running Time

(a) D-Thresh algorithm

1 2 3 4 10
60

70

80

90

100

110

120

Parameter K

S
ol

ut
io

n 
V

al
ue

 

 

1 2 3 4 10
0

2

4

6

8

10

12
x 10

4

R
un

ni
ng

 T
im

e

Solution Value
Running Time

(b) K-Path algorithm

Fig. 4. Running time (sec) and solution value (wavelengths) vs. parameter value, German Network withTmax = 6

Cost−239  (11) NSF  (14) German  (17) EON  (20)
1

10

100

1000

10000

72000

tLim

 
Network Topologies  (Number of Nodes)

S
ol

ut
io

n 
T

im
e 

 (
S

ec
)

 

 

Original Link
Original Path
New Link, D−Thresh
New Link, K−Path

Fig. 5. Running time vs. network topology
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