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Abstract—RWA is a fundamental problem in the design and scalability of optimal methods makes it difficult to chaextte
control of optical networks. We propose link selection algorithms  the performance of heuristic algorithms, and severelytdirie
that reduce the size of the link-based ILP formulation for RWA application of “what-if” analysis to explore the sensitjviof

by pruning redundant link decision variables. The resulting - . . .
formulation scales well to mesh topologies representative of network design decisions to forecast traffic demands, @apit

backbone and regional networks. In our experiments, the new and operational cost assumptions, and service price staswt
formulation decreases the running time by more than two orders Currently, such analysis requires substantial investsémt

of magnitude without any impact on optimality. The link selection  computational resources, time, and relevant expertise.
techniques are general in that they may be applied to any . 4his paper, we propose link selection algorithms for
optimization problem for which the ILP formulation consists of . ’ . .
multicommodity flow equations as its core constraints. Ilnk-pased ILP form_ulatlonst t_hat rec_luce the prot_)lem _5'29 by
pruning redundant link decision variables. The link setect
. INTRODUCTION techniques are general in that they may be applied to any

The global network infrastructure is built on a foundath|m|zat|on problem for which the ILP formulation consist

tion of optical networking technologies, first deployed fret of multicommaodity flow equations as its core constraints. By

backbone and regional parts of the network but now alg(g)plyl_ng these te_chnlques to the offline RWA problem, the
. resulting formulation scales well to mesh topologies repne

Therefore, the planning and design of optical networks [§4] Ff.\auve of backbon_e and regional network§. In_our experisient
tpe new formulation decreases the running time by more than

crucial to the operation and economics of the Internet asd . . : Lo
- " ) N wo orders of magnitude without any impact on optimality.
ability to support critical and reliable communication\sees. . : .
The paper is organized as follows. In Section II, we re-

In optical networks, traffic is carried ovdightpathsthat are . . . . :
; : . . . view the complexity of the link-based formulation that is
optically switched at intermediate nodes. The routing aq e starting point of our work. In Section Ill, we introduce

wavelength assignment (RWA) problem IS one of selectlr}%? link selection algorithms to reduce the problem size. We
a path and wavelength for each connection demand, subjec

to certain constraints. RWA is a fundamental problem iﬂresent an experimental study to investigate the effgoise

the engineering, control, and design of optical networkOf this approach in Section IV, and we conclude the paper in

and arises in most network design applications, includinggectlon V.

traffic grooming [3], [5], survivability design [12], andatfic II. LINK ILP FORMULATION OF THE RWA PROBLEM
scheduling [9].

Offline RWA [7] is a network design problem in which the Consider a connected gragh = (V; 4), whereV” denotes

. . ) . tr]e set of nodes and denotes the set of directed links (arcs)
Input typically consists of a set of traﬁlg demands._Sever% the network. We defin& = |V| andL = | A| as the number

var!ants .Of the problem h'ave. been studied in the I|teraturc()ef nodes and links, respectively. Each directed lirdonsists
mainly differing in the objective pursued. In general, thes

. . of an optical fiber that may suppoft’ distinct wavelengths.
problems are NP-hard [1], and several integer linear PPt 7 — [#.4] denote the traffic demand matrix, whetg is

I?a'{"non—negative integer representing the number of lighfpat
8 e established from source nogéo destination nodd. In
séneral, traffic demands may be asymmetric, i.g,# tqs.

e also make the assumption thigf = 0, Vs.

There are three classes of ILP formulations for the RWA
roblem depending on the types of variables used: (1) link-

Recently, we developed an exact decomposition appro
for an ILP formulation based on maximal independent se
that makes it possible to obtain optimal solutions to t
RWA problem for maximum size (i.e., 16-node) SONE
rings in only a few seconds using commodity CPUs [16%

e e el oot bz (1), (2 patese 11 or (3 mamal cepencens
b y ginp set (MIS)-based [13], [16]. A comparison of link and path

Consequently, many heuristic solution methods have beggsed formulations was carried out in [8], while several RWA

developed under various assumptions and network Semngrc@j'orithms based on LP relaxations of such formulationsswer
e.g., refer to the surveys in [4], [17]. Nevertheless, tluk laf designed and studied in [2]

This work was supported in part by the National Science Fatiod under Path- and MIS-based formulafcions.require the pre-selectio
Grant CNS-1113191. of paths, hence they are suboptimal in mesh networks. There-



fore, we focus on the link ILP formulation in which the eregi The scalability of the link ILP formulation depends dirgctl
of interest (i.e., decision variables) are link relatedeTimk on its size. This size, in turn, is determined by the number
formulation is based on expressing the RWA problem asoh decision variables and constraints. The number ofcflje
multicommodity flow problem. Let us define the followingvariables is equal taV(N — 1)LW for general topology
sets of decision variables: networks. There are als@d/ variablesu®, and the decision
. Cl;:i/ c {0’ 1} binary variable that indicates Whether\/ariablewwtal. Hence, the total number of variables in the link
there exists a lightpath from nodeto noded that uses formulation for general network topologies @ N?LW).
wavelengthw on link /; In terms of the number of constraints (ignoring the integral
« w € {0,1}: binary variable that indicates whetheiity constraints (5)), expressions (1) correspondViaL 1" con-

wavelengthw is used anywhere in the network; and ~ straints, expressions (2) yieldiV’ constraints, expressions (3)
e wiota the number of wavelengths used in the networkconsists ofl¥ constraints, as does expression (4). Overall, the

. . o ;
With these notations, the link ILP formulation can be exormulation consists o)(N*LW) constraints.
Given that the size of the link ILP formulation grows as

pressed as: O(N2LW), it is not surprising that it cannot be applied
Minimize : wyopa; _directly_to topologies representative of regional, naligru)r
international backbone networks. In the next section, we
Subiject to: present two link selection techniques that can be used to
0.n % s.d reduc<_a the size of the formulation in terms of both the numbe_r
Z dw Z dw t;d . :’S Vi 5. d.w of varlaples and the number of const'ralnts. Our approach is
kT e LSd ko T e LSd ;t:i n—d B general in the sense that it can .be applied to the IIHK-baSéd I
outgoing fromn  incoming ton s formulation ofany multicommodity flow problem that includes
(1) constraints similar to (1), regardless of the exact formhaf t
objective function or other constraints.
Sdu <1, vieAvw )
— [1l. LINK SELECTION ALGORITHMS
Based on our discussion of the link-based formulation
Z Y <u“N(N—-1)L, Vw (3) represented by expressions (1)-(5), it is clear that ite siz
s,d 1 O(N2LW) is determined by the multicommodity flow equa-
tions (1). Specifically, there is one varialf¢ for each linki
Wiotal = wu',  Yw (4)  of the network, even if such a link cannot be on the path
from sources to destinationd in any optimal solution to
u? = 0,1, Y AW =0,1, Vs,d,lw ) the problem. For instance, consider a network covering the

continental United States. It is highly unlikely that aniopl

Expressions (1) are the multicommodity flow equations ablution to the RWA problem would route a lightpath between
noden. Specifically, ifn is an intermediate node in the pathtwo cities in the western part of the country (e.g., from Los
from some source to some destinatiod, the traffic coming Angeles to Seattle) over a path that includes a link in the
into » should be equal to the traffic going out of as such eastern part of the country (e.g., a link from Philadelplaia t
traffic is not dropped at, or originates from, this node; leendNew York). Indeed, such a circuitous route is likely to requi
the left hand side of (1) must be equal to zeronliis the more resources (in this case, wavelengths) than necessary,
source nodes, the first sum of the left hand side is equal tgesulting in a corresponding increase in the objective tionc
the traffict,4 to noded and the second sum is zero. Similarly|nstead, it is likely that in any optimal solution this ligfatth
if n is the destination nodd, the second sum of the leftwill be routed along a more direct path consisting of links
hand side is equal to,; and the first sum is zero. This sethat are geographically located close to the western part of
of constraints ensures that all traffic demands are satisfitiie country.
Moreover, they also take care of the wavelength continuity Based on this observation, we are interested in defining
constraints: the right hand side of the equation is zero figr adecision variables!y only for links that are in the “neighbor-
intermediate node in the path from a source to a destinationhood” of each source-destination péi; d). By eliminating a
ensuring that if traffic arrives at on some wavelength, it will large number of these decision variables for each @aid),
leaven on the same wavelength. Expressions (2) represent the size of the formulation may be reduced significantly with
distinct wavelength constraints of the RWA problem, sudt thcorresponding gains in running time. Clearly, however, the
no two connections share the same wavelength on one liekmination of decision variables restricts the solutigrace,
Expressions (3) make sure that is set to 1 if wavelengthw  potentially leading to suboptimal solutions. Therefonee tas
is used on any link by any connection. Expressions (4) count be careful in how to define the neighborhood of links of a
the number of used wavelengths by making;,; equal to the source-destination pair.
index of the highest wavelength used. Expressions (5) &e th We note that in the pure link-based ILP formulation, the
integrality constraints for the decision variables. neighborhood of each source-destination node pair is anpli



itly defined as the whole network, regardless of the relative algorithm tends to select higher quality links that are
location of each node. We believe that this is a crude approac  more likely to carry traffic in an optimal solution. THe-
that guarantees optimality at the expense of extremely high Thresh algorithm, on the other hand, may include certain
running time. At the other extreme, if the neighborhood is links of low quality in that they are not situated on a
defined as the shortest path between a pair of nodes, the solu- promising path between the source and destination nodes.
tion can be obtained in polynomial time (e.g., using Dijasr « Since several shortest paths may share common links,
algorothm) but it is likely to be far from optimal. Therefore the set of selected links expands relatively slowly as the
we propose two parameterized algorithms for selecting the value of parametef< increases. On the other hand, the
links on which the decision variables, are defined for D-Thresh algorithm will tend to include a set of links
each source-destination pdir, d). In essence, each algorithm that is rapidly increasing as the value of parameter
corresponds to a distinct method of defining the neighbathoo  increases from a low value, and will include all links as
of links for a given pair(s,d). Furthermore, the parameter D approaches one-half the network diameter.
of each algorithm can be tuned to select a desirable tradeoff B ) _
between running time and optimality of the solution. C. Modified Link-Based ILP Formulation
A. D-Thresh: Select links close to the source and destination.Once the neighborhood of Iinkg for each sourc_e-destinatign
nodes pair ha; been selected, we modﬁy the formulation shown in
_ _ . _ expressions (1)-(5) as follows:

The key idea of theD-Thresh_seIectlon algorithm is to select . we remove the variable!’; for each link! that is not in
those links that are geog_raphlf:ally close to both the sosirce the neighborhood of node pais, d); and
and fche destinatiod of a given lightpath demand, as these are . we remove a constraint (1) for a nodeand node pair
the links that are more I|kely to be part of the optimal routes (s,d) whenevern is not an endpoint of a link in the
between the two nodes. Lédist(s,d) denote the cost of the neighborhood of’s, d).

shortest path between nodesand d. Let D be a distance L )
threshold; D is a parameter of the algorithm. Lébe a link As a result both the number of decision variables and the

with end pointsi and j. Then, link! is considered as part of Number of constraints in the formulation decreases, riegult

the neighborhood of the source-destination gaird) if and 1N @ more compact size. Note that, for a given value of
only if the following expression is true: parameterds and D, the amount of reduction in formulation

size increases rapidly with the size of the network due to the
dist(s,i) + 1+ dist(j,d) < dist(s,d) + D. (6) greqter oppqrtunity for link eIimlination. . .
Figure 1 illustrates the relative behavior of the two link
In other words, the above expression admits alirk(i,j) selection algorithms, in terms of the increase in the number
in the neighborhood if the path from to d fromed by the of decision variables!¥, as a function of the value of the
concatenation of the shortest path frento i, the link/ and parameter of each algorithm. The results shown in this figure
the shortest frony to d has a cost that is no larger than thevere obtained on the 17-node, 52-link German network [6].
cost of the shortest path fromto d plus the threshold). The figure plots the number oﬁ,l variables for theD-Thresh
The thresholdD is used to limit the number of links to beand K-Path algorithms against the value of the corresponding
considered as part of the neighborhood, and may be calibragarameter (i.e.D and K, respectively). Note that parameter
to strike a good balance between running time and optimality starts at zero, in which case the neighborhood of links for
each source-destination pair includes only the links alibveg
corresponding shortest path. Paramdteron the other hand,
Note that theD-Thresh algorithm selects links for a sourcestarts at one; for this value df, the K-Path algorithm only
destination pail(s, d) solely based on distance. However, thgelects links along the shortest paths as well. Hence, the tw
importance of a link is likely to also depend on its relativeyrves start at the same number of decision variables.
position with respect to the node pdir, ), and in particular,  As the value of parametdp increases, the number of deci-

on whether or not it lies on a shortest path frerto d. Hence sjon variables included by th®-Thresh algorithm increases
we introduce theK-Path selection algorithm wher& is a rapidly; for D = 10 the D-Thresh algorithm includes all

B. K-Path: Select links on the route éfshortest paths

parameter, consisting of the following steps: links in the network for all source-destination pairsl; ither
1) Use ak- shortest path algorithm to compute the fif§t words, for D = 10 the resulting formulation is equivalent to
shortest paths betweenandd. the original formulation in expressions (1)-{5Under thek -
2) Define the neighborhood of links for the pdir,d) as Path algorithm, the number of decision variables also as®e
the union of the links in thé{ shortest paths. but much more gradually. This behavior is consistent with th
Intuitively, the K-Path link selection algorithm has twoobservation we made earlier that tfhe shortest paths share
main advantages ovep-Thresh: common links. Wheril' = 10, we can see that the number of

« K-Path takes into account both the distance of a link from, - -
h d destinati des and its relative locati Recall that we define linksto be directional. Therefore, even though the
the source and destination no ' v I@8meter of the network is less than ten, it takes a valu 6f 10 to include

(i.e., whether it lies on a shortest path). Therefore, thariables for all links and all source-destination pairgtie formulation.
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All results were obtained by running the IBM llog CPLEX
12 optimization tool on a cluster of identical compute nodes
variables in the resulting formulation is less than ond-trg  With dual Woodcrest Xeon CPU at 2.33GHz with 1333MHz

Fig. 1. Number ofcl;g variables vs. parameter value, German network

total number of variables in the original formulation. memory bus, 4GB of memory and 4MB L2 cache. _
. . Our study involves a large set of problem instances defined
D. Comparison to Path-Based ILP Formulation on several network topologies with random traffic matrices.

A path-based ILP formulation for the RWA problem ign particular, we consider the following topologies (numbe
set up by pre-computing a set &f shortest paths betweenrefer to directed links): (1) the 11-node, 52-link Cost-239
each pair of nodes, and only allows lightpaths to take theBgtwork; (2) the 14-node, 42-link NSFNet [15]; (3) the 17-
paths. A natural question that arises, then, is how a lirdetia node, 52-link German network [6]; and (4) the 20-node,
formulation resulting from thek-Path selection algorithm, 78-link EON network [10]. These networks have irregular
compares to the path-based formulation. The following lemntopologies of increasing size that are representative istieg
answers this question. backbone networks, and have been used extensively in bptica

Lemma 3.1:Consider a set ofs” shortest paths for eachnetworking research. For each topology, we generate tfigtra
source-destination pair, a path-based formulation set mp demand matrixT" = [tsq] by drawing the (integer) traffic
this set of paths, and a modified link-based formulation pet demands (in units of lightpaths) uniformly at random in the
using theK -Path algorithm to select links for thé" variables interval [0, Tyqz].
from the same set of paths. Then, the solution to the modified
link-based formulation is no greater than the solution te thg" D-Thresh vs K-Path
path-based formulation. Figures 3(a) and (b) present the performance of the

To see that the lemma is true, consider Figure 2 that illushresh and K-Path algorithms, respectively, for problem
trates a part of a network between a sousand destination instances generated on the German network topology with
d, including K = 2 shortest paths denoted by the solid (bluejmaz = 2. The z axis of each figure represents the value
lines. These two paths represent the solution space of the p&f the corresponding algorithm parameteror K. The lefty
based formulation for demands fromto d. The modified axis represents the solution value (i.e., number of wagghen
link formulation, on the other hand, is set up with links, nottota) Obtained by solving to optimality the ILP resulting
paths, as the entities of interest. As a result, the solsre for a given parameter value, while the rightaxis represents
for demands froms to d within this formulation includes, in the running time (in CPU seconds) for solving the ILP to
addition to the two shortest paths above, the two paths ddno@ptimality. Recall that, if the shortest path is unique (efor
by the dashed (red) lines, each consisting of one link from ofiodes that are adjacent to each other), the ILP o= 0
of the shortest paths and one link from the other. In generéinder D-Thresh) is equivalent to the one féf = 1 (under
therefore, the solution space (in terms of paths) of the fieatli K -Path), in that they only include decision variabig$ only
link-based formulation is larger than that of the path-kasdor links on the shortest path between each pair of nodes.
formulation, hence the optimal solution of the former canndience, these results correspond to solutions that route eac
be worse than that of the latter. In the worst case, iftheaths lightpath demand along the shortest path.
are link-disjoint, the solution space of the two formulaso ~As we can see, under both link selection algorithms, the

will be exactly the same. solution value drops rapidly as the parameter valike dr
K) grows to two, and then remains constant indicating that
IV. EXPERIMENTAL STUDY optimality has been reached. Another observation is that th

In this section, we present the results of an experimentainning time of theD-Thresh algorithm grows rapidly with
study we conducted to investigate the performance of thee value ofD; on the other hand, the running time &f-Path
new link-based formulation with wise link selection usitggt grows much slower with the value & (note that the running
D-Thresh andK-Path algorithms. We are interested in twdime scales in the two figures are dfferent). Specifically, at



D = K = 2, the running time of the new link formulation K-Path. We observe that the new link formulation with link
resulting fromD-Thresh is around 8000 sec, while that of theelection yields the optimal values obtained by the origina
link formulation resulting fromK-Path is around 300 sec —link formulation. On the other hand, the solution obtained
with no difference in solution quality. Whe® = K = 10, by the path formulation is suboptimal (i.e., 59 vs. 56). We
the running time withD-Thresh is about 64,000 sec or moréave obtained similar results for the other three topokdiet
than 17 hrs, while that withi(-Path is around 2200 sec. Thisthey are omitted due to the page limit. These results indicat
result is consistent with our discussion in the previousisec that the new link formulation with thé(-Path link selection
Figures 4(a) and (b) are similar to the above two buatlgorithm can be used to obtain optimal solutions to realist
show results for traffic matrices witlf},,,, = 6. Since the problem instances in reasonable time, and outperformsdtie p
total traffic demand is higher, the solution value and rugnirformulation in both speed and solution quality.
time are higher th_an in the earlier figures. For IDeTh_resh V. CONCLUDING REMARKS
algorithm we provide results only up tb = 2, as for higher . ,
values the running time exceeds the 36-hour limit we imposed W& have presented a new link formulation for the RWA
The link formulation resulting from thé& -Path algorithm, on problem tha_t USES wise link sele(_:tlon to reduce signifigantl
the other hand, only takes around 3,600 seconds to solvell§ formulation size. In our experiments, we have observed a
optimality when K — 2: for K — 10 the running time is more than _two—and—a—half orders qf _magnltude |mpr0\_/ement
around 30 hrs. in running time compared to the original formulation witthou

It is important to note the fact that for all the problem in2ny impact on optimality. The new formulation outperforms
stances included in the above four figures, setfing: K — 2 the path-based formulation in terms of both running time and

is sufficient for the two link selection algorithms to reatie t So“;]t"_)” quality. I\El)ore |m|podrtantly, the wise link seleclr)tllo
same optimal solution as the original link-based formotati t€chNiques may be applied to any optimization problems

This result is generally true for all the network topologiegqat can be formulated as an ILP with multicommodity flow
we have investigated in our experimental study. Therefoﬁeguat'on as the core constraints.
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