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ABSTRACT
We consider the problem of designing a network of op-
tical cross-connects (OXCs) to provide end-to-end light-
path services to large numbers of label switched routers
(LSRs). We present a set of heuristic algorithms to address
the combined problem of physical topology design and log-
ical topology design. Unlike previous studies which were
limited to small topologies, we have applied our algorithms
to networks with hundreds or thousands of LSRs and with
a number of lightpaths that is an order of magnitude larger
than the number of LSRs. We present numerical results for
up to 1000 LSRs and for a wide range of system parameters
such as the number of wavelengths per fiber, the number of
transceivers per LSR, and the number of ports per OXC.
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1 Introduction

The wide deployment of point-to-point wavelength di-
vision multiplexing (WDM) transmission systems in the
Internet infrastructure has enhanced the need for faster
switching at the core of the network. At the same time,
there is a growing effort to modify the Internet Protocol to
support different levels of Quality of Service (QoS). Label
Switching Routers (LSRs) supporting Multi-Protocol La-
bel Switching (MPLS) [1] are being deployed to address
these two issues. On one hand, LSRs simplify the forward-
ing function, making it possible to operate at higher data
rates. On the other hand, MPLS enables the Internet archi-
tecture to behave in a connection-oriented fashion that is
more conducive to supporting QoS.

The rapid evolution of optical technologies makes it
possible to move beyond point-to-point WDM systems to
optical backbone networks that eliminate the need for per-
hop packet forwarding. Such a network consists of a num-
ber of optical cross-connects (OXCs), arranged in some ar-
bitrary topology, and provides interconnection to a number
of LSRs. Each OXC can switch the optical signal com-
ing in on a wavelength of an input fiber link to the same
wavelength in an output fiber link. The main mechanism of
transport in such a network is the lightpath, which is a com-
munication channel established between two OXCs or two
LSRs and which may span a number of fiber links (physi-
cal hops). The Internet Engineering Task Force (IETF) is
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investigating the use of Generalized MPLS (GMPLS) [3]
to set up and tear down lightpaths. GMPLS is an exten-
sion of MPLS that supports multiple types of switching,
including switching based on wavelengths usually referred
to as Multi-Protocol Lambda Switching (MP�S), and we
will use the term “MP�S network” to refer to an optical
network of OXCs. With GMPLS, the OXC backbone and
the network of LSRs will share common functionality in
the control plane, making it possible to seamlessly integrate
OXC backbones within the overall Internet infrastructure.

The problem of designing wavelength-routed net-
works of OXCs has received considerable attention in the
last decade [2]. Most of the work in the literature focuses
on the configuration design and the routing and wavelength
assignment (RWA) problems, under the assumption of a
fixed fiber physical topology. That is, given a network traf-
fic demand and a physical network topology, an optimal
virtual topology and an optimal routing and wavelength as-
signment are obtained. In the case in which the set of light-
paths is also given, the problem is reduced to a pure RWA
problem, which can be further decomposed into a routing
sub-problem and a wavelength assignment sub-problem.

In this paper we consider the problem of designing
large-scale optical WDM networks of OXCs that provide
end-to-end lightpath services. The scale of the optical
backbone network is characterized by the number of LSRs
using its services and the number of lightpaths that it can
support. We are interested in typical national or interna-
tional networks, in which the number of LSRs can be in
the hundreds, and the number of lightpaths can be an or-
der of magnitude greater than the number of LSRs. Given
the number of LSRs, the number of wavelengths per fiber
link, and a set of physical constraints (such as the num-
ber of transceivers at each LSR and the number of in-
put/output ports at each OXC), we address both the phys-
ical topology design problem (i.e., the number of OXCs
required and their interconnectivity) and the routing and
wavelength assignment problem. Since the problem is NP-
hard, we present a set of heuristic algorithms to obtain a
near-optimal solution in terms of the number of required
OXCs, including a genetic algorithm to search the space of
physical topologies.

Our work differs from previous studies in several im-
portant ways. To the best of our knowledge, this is the first
time that the problem of designing the physicaland logi-
cal topology of a wavelength-routed network is fully for-
mulated and solved. Also, whereas previously published



algorithms have been applied to small networks (e.g., 10-
to 20-node topologies such as the NSFNet) with few (less
than one hundred) lightpaths, we consider large-scale net-
works of realistic size. Finally, we provide new insight into
the design of WDM backbone networks by investigating
the effect of various system parameters and using realistic
ranges for their values.

In Section 2 we describe the problem we study as well
as the assumptions we make, and in Section 3 we present
heuristic algorithms for generating a 2-connected graph,
routing lightpaths, and assigning wavelengths. We also de-
scribe the genetic algorithm used for searching the space of
physical topologies. We present numerical results in Sec-
tion 4, and we conclude the paper in Section 5.

2 Problem Definition

We consider a numberN of LSRs that are to be intercon-
nected over an optical backbone network which consists of
OXC nodes supporting GMPLS. The service provided by
the MP�S network of OXCs is the establishment of light-
paths among pairs of LSRs. We assume that each LSR
has� optical transceivers, therefore, it may establish at
most� incoming and at most� outgoing lightpaths at any
given time. This constraint on the number of simultane-
ous lightpaths to/from an LSR is due both to optical hard-
ware and cost limitations (reflected in the number of opti-
cal transceivers) and the traffic processing capacity of the
LSR. We also assume that each fiber link in the network
can support at mostW wavelengths, and that each OXC
has exactlyP input/output ports. We let� be the degree of
connectivity of the physical topology of OXCs:

� =
E

M(M � 1)=2
(1)

whereE represents the number of fiber links interconnect-
ing the OXCs. Parameter� represents how dense the graph
is. For an arbitrary graph,� ranges from 0 to 1, with 0
representing a graph that is totally disconnected and 1 rep-
resenting a completely connected graph. We note that most
existing backbone networks have an� value around 0.3.

The fundamental question we address in this paper
is: What is the minimum numberM of OXCs required to
support theN LSRs, and what is the physical topology of
the corresponding MP�S network?We believe that the an-
swer to this question is of importance to service providers
who need to deploy optical backbone networks in a cost-
effective manner. We note that the cost of building an
MP�S network will be mainly determined by:(i) the cost
of the OXCs (including switch hardware and switch con-
troller software), and(ii) the cost of (deploying or leasing)
the fiber links between OXCs (including the cost of related
equipment, such as optical amplifiers). While in our study
we directly model only the OXC cost, we note that the fiber
cost is indirectly taken into account through the parameter
�. Since� is an input parameter in our formulation, we

believe that� in combination with the number of OXCs is
representative of the overall cost of the MP�S network.

Clearly, in order to determine the number of OXCs
in the backbone we need to take into account not only the
numberN of LSRs but also the traffic requirements (i.e.,
the number of lightpaths between pairs of LSRs), the sur-
vivability properties of the network, etc. Rather than try-
ing to account for all possible design requirements, we are
instead interested in providing a general framework that
can help us answer the above question in a way that can
provide practical guidelines for building MP�S networks.
We therefore set the following requirementsR1-R5 that the
MP�S network we design must satisfy.

R1. Each LSR accesses the backbone using two bidirec-
tional fiber links, one to each of two different OXCs.

R2. The physical topology of the OXCs is 2-connected.

R3. Each LSR has2� lightpaths to/from other LSRs.

R4. Two neighbor OXCs in the physical topology are in-
terconnected by one bidirectional fiber link.

R5. The OXCs do not have wavelength converters.

The first two requirements (R1 andR2) ensure that
there are at least two edge-disjoint paths between any two
LSRs, a necessary condition for a survivable network.R3-
R5 can be viewed as worst case requirements.R3 ensures
that the physical topology of the MP�S network can sup-
port the maximum number of simultaneous lightpaths (re-
call that no LSR can have more than� outgoing and�
incoming lightpaths). In particular, we useL to denote
the set of�N lightpaths that the network must support.
Because ofR4, the resulting network will use single-fiber
links between pairs of adjacent OXCs. Finally,R5 requires
that a lightpath be assigned a single wavelength along all
the physical links it traverses.R4 andR5 can be easily re-
laxed, but are included here because we believe that there
will exist MP�S networks which will satisfy one or both of
these requirements, at least during early deployment. Fur-
thermore, we expect that relaxing eitherR4 or R5 will lead
to a topology with a smaller number of OXCs compared to
when both are in place, therefore, our results can be used
as a worst-case scenario.

3 The Heuristic Algorithm

Our objective is to determine the optimal physical topol-
ogy of OXCs for establishing the given setL of lightpaths
among theN LSRs, under the constraint on the number of
wavelengthW that can be supported in each fiber. This
involves determining the minimum number of OXCs re-
quired as well as the links interconnecting the OXCs. Be-
cause of the difficulty of this problem, we choose an indi-
rect approach to obtaining a near-optimal physical topol-
ogy. Specifically, we first assume that the numberM of



OXCs in the physical topology is given and there is no con-
straint on the number of wavelengths. Our objective then is
to obtain:

1. the set of fiber links interconnecting theM OXC
nodes (i.e., the physical topology), and

2. the routing and wavelength assignment for the light-
paths in the setL among theN LSRs

such that the required number of wavelengths per fiber link
in the physical topology is minimized. The inputs to the
problem are: the number of OXCs,M ; the number of ports
in each OXC,P ; and the static traffic matrix[vs;d], where
vs;d represents the number of lightpaths that have to be es-
tablished between OXCss andd; s; d = 1; 2; � � � ;M . This
traffic matrix is derived directly from the lightpath setL as
follows: if a lightpath needs to be set up from LSRA con-
nected to OXCs and LSRB connected to OXCd, then we
incrementvs;d.

The solution to the above problem gives an optimal
topology forM OXC nodes, as well as the optimal light-
path routing and wavelength assignment that minimizes the
numberWf of wavelengths used in any link. LetW ?

f be
this optimal number of wavelengths. We note thatW ?

f

can be greater than, equal to, or less than the number of
wavelengthsW actually supported by the fiber links of the
MP�S network. IfW ?

f = W , then the solution is not only
optimal, but it is also feasible given the available number
of wavelengthsW . However, ifW ?

f > W , then this opti-
mal solution is not feasible. In this case, we may have to
increase the numberM of OXCs that was given as input
to the problem. By solving the same problem with a larger
value ofM , we will obtain a new optimal solution requir-
ing a smaller number of wavelengths. On the other hand, if
W ?

f < W , the solution is feasible, but it may also be pos-
sible that another solution exist, one in which the physical
topology consists of a smaller number of OXCs and which
requires no more thanW wavelengths. Thus, we can solve
the same problem with a smaller value forM as input in
the hope of finding such a solution.

The above observations naturally lead to a binary
search approach to obtaining an optimal solution that re-
quires no more thanW wavelengthsand minimizes the
number of OXCs in the MP�S network. The binary search
is illustrated in the overall algorithm shown in Figure 1.

An integer programming model of the problem pre-
sented can only be solved for very small size networks. In
this section, we present a set of heuristic algorithms for
this problem that can be applied to medium and large size
networks. We divide the problem into the following tasks:
(i) generation of a feasible physical topology, (ii) routing
of lightpaths, and (iii) assignment of wavelengths to light-
paths. Each of these tasks is solved using a heuristic al-
gorithm. We then use a genetic algorithm (GA) to generate
additional feasible physical topologies, and we iterate in or-
der to obtain a near-optimal solution with a minimum total
number of wavelengths.

3.1 Random Feasible Physical Topologies

Recall that a feasible OXC network is at least 2-connected.
In order to get a feasible topology, we first generate a ran-
dom tree, then grow a 2-connected graph from it. If we
number the leaves of the tree asi; � � � ;M , we can sequen-
tially connect pairs of leaves with edges(i; i+1); � � � ; (M�
1;M) to obtain a 2-connected graph. In order to generate
a random tree ofM nodes, we have adopted the method
from [4]. Each tree ofM nodes has an one-to-one rela-
tionship with a Prufer number that has(M � 2) digits. The
digits are integers between 1 andM . Therefore, the follow-
ing steps summarize the algorithm for generating a random
feasible physical topology:

1. Given the numberM of OXCs, randomly generate
(M � 2) digits in the range of 1 toM to formP (T ).

2. Generate a treeT using the Prufer numberP (T ).

3. Construct a 2-connected graph by adding edges se-
quentially to connect the leaves of the treeT .

3.2 Routing and Wavelength Assignment

We now assume that we are given a 2-connected physical
topology ofM OXCs, as well as a set of lightpaths between
pairs of OXCs that need to be established. We now present
two algorithms, one to route each lightpath over a physical
path of fiber links, and another to assign wavelengths to the
lightpaths. Note that we treat the routing and wavelength
assignment subproblems independently; this approach may
require a larger number of wavelengths than a combined
solution, but the latter is intractable while our approach can
be applied directly to networks of realistic size.

We use Dijkstra’s shortest path algorithm to route the
set of lightpaths over the given physical topology. In order
to minimize the number of wavelengths used on a physi-
cal link, we use two heuristic approaches. First, the link
weight used in Dijkstra’s algorithm is dynamically adjusted
to reflect the number of wavelengths already allocated on
each link. Consider physical link̀ and letC` be the ac-
tual link cost (C` is a constant) andw` be the number of
lightpaths already using this link. Then, each time we run
Dijkstra’s algorithm to find a path for a certain lightpath,
we use the quantityL` = C` + Hw` as the cost of link
`, whereH is a tunable weight parameter. This cost func-
tion forces new lightpaths to be routed over less congested
links in the physical topology, reducing the total number of
wavelengths used in the network. For the next application
of the algorithm, quantitiesw` are incremented for all links
` along the path of the just routed lightpath.

The second heuristic approach has to do with the or-
der in which we consider the given lightpaths for routing.
Specifically, we first sort the OXC nodes in an ascending
order according to their degree (ties are broken arbitrar-
ily). Starting with the first OXC node (the one with the
smallest degree), we apply Dijkstra’s algorithm to route all



lightpaths that have this node as source or destination. We
proceed in this manner by considering nodes with higher
degrees. This method results to a considerably lower wave-
length usage than when selecting the nodes randomly. This
is because nodes with smaller degrees have fewer alterna-
tive links to route their lightpaths. In view of this, rout-
ing lightpaths originating or terminating at these nodes first
will increase the wavelength use of their links. Because of
the cost function described above, later lightpaths will tend
to avoid the links around these nodes. On the other hand, if
a node with a small degree was considered late in the pro-
cess, its lightpaths would have to use one of its links regard-
less of how congested these links were, potentially increas-
ing the overall number of wavelength required. We refer
to this scheme as the smallest-degree-first-routing (SDFR)
algorithm. The following steps summarize the heuristic al-
gorithm for routing lightpaths:

1. Use the link weight functionL` = C` +Hw`.

2. Sort the nodes in an ascending order of their degree.

3. Consider each node in this order and use the Dijkstra’s
algorithm to build the shortest path for its lightpaths.

Once the physical links for each lightpath have been
obtained, we need to assign wavelengths such that if two
lightpaths share the same link then they are assigned a
different wavelength. This wavelength assignment prob-
lem can be shown to be equivalent to the vertex coloring
problem of an induced simple graph [5]. A heuristic al-
gorithm was developed in [5] to solve the vertex coloring
problem. The algorithm uses a greedy approach to assign
wavelengths to the lightpaths. We adopt this algorithm to
perform wavelength assigned, since it has been shown to
have good accuracy and to run in polynomial time.

3.3 The Genetic Algorithm (GA)

Genetic algorithms (GAs) [4] are a practical and robust op-
timization and search tool. These algorithms are based on
the mechanisms of evolution and natural genetics that lead
to the survival of the fittest by the process of natural search
and selection. A GA generates a sequence of populations
using a selection mechanism, and then applies crossover
and mutation as search mechanisms. A GA is a global
search technique in the solution space of the problem and
it usually avoids entrapping into a local optimization. The
steps involved in a GA are as follows:

1. Design an efficient bit string encoding scheme.

2. Generate an initial generation of feasible solutions of
sizeGs.

3. If the stop criterion has been met, return the best solu-
tion in the current generation as the near-optimal so-
lution and stop; otherwise, continue to Step 4.

4. Randomly select solutions from the current generation
as the basis of theoffspringgeneration.

5. Perform crossover on the selected solutions. This
crossover is controlled by thecrossover rateRc.

6. Perform mutation on the solutions obtained from
Step 5. Mutation is controlled by themutation rate
Rm.

7. Calculate the fitness value for the new individuals.

8. Repeat Steps 4-6 to obtain a new generation. Set this
as the current generation. Go back to Step 3.

We use a GA to generate feasible physical topologies
starting from the initial physical topology we obtained in
Section 3.1. The objective is to search for physical topolo-
gies that will improve on the number of wavelengths re-
quired to establish the given set of lightpaths. The fitness
value of a feasible individual is the number of wavelengths
Wf required in the corresponding solution. We now pro-
ceed to describe the encoding of the solution, the calcula-
tion of the fitness value, the selection, crossover, and muta-
tion strategies, and the handling of infeasible solutions.
Encoding. Consider a graph withM vertices. We number
the vertices from0 toM�1 and the edges of the graph from
0 to M(M�1)

2 �1. We read the string from left to right. Each
edge(i; j) is numbered using an indexk, which is defined
according to the index of the two endpoints of the edge,i

andj. Specifically,k = M(M�1)
2 � (M�i)(M�i�1)

2 + j �
i � 1; 0 � i < j < M . The solution is encoded into a
chromosome (i.e., a bit string of lengthM(M � 1)=2) as
follows. Each edge is represented by a bit in the bit string.
If the edge exists, the bit is set to 1; otherwise it is set to 0.
Fitness value. This is the value of the objective function
of the current solution (physical topology), i.e., the total
number of wavelengths used in the network.
GA parameters. The performance of a GA is determined
by the right choice of control parameters: the crossover
rateRc, the mutation rateRm, and the population size,Gs.
In order to shorten the running time of the algorithm, we
choose a relatively small population size and therefore a
high level of string disruption. We setRc = 0:8, Rm =
0:1, andGs = 25.
Infeasible individuals. It is possible that an offspring gen-
erated by the above process correspond to an infeasible
graph. That is, the graph may not be 2-connected or it may
exceed the constraint on the connectivity�. Therefore, we
run a number of tests for each generated offspring to ensure
that it represents a feasible solution. If the solution passes
the tests, we run the RWA heuristics to obtain the minimum
number of wavelengths needed in the network.

The complete algorithm is shown in Figure 1. A de-
tailed complexity analysis is omitted, but Steps 6-18 take
timeO(M4) for an iteration of the binary search in which
the number of OXCs isM .



Complete Algorithm for Designing an MP�S Network
Input: The numberN of LSRs, the setL of lightpaths, the
numberP of ports per OXC, the number of wavelengths
W in each fiber, the OXC connectivity�, and the number
of generationsG for the genetic algorithm.
Output: A physical topology ofM OXCs, and the routing
and wavelength assignment for the setL of lightpaths.

1. begin
2. Mmax  N=2,Mmin  1
3. num gen 0
4. M  (Mmax +Mmin)=2 // Binary search
5. phy top initial physical topology generated using

the algorithm described in Section 3.1
6. For the physical topologyphy top:
7. Solve the RWA problem (see Section 3.2)
8. Calculate the objective function (fitness value)Wf

9. Whilenum gen < G: // Genetic algorithm
10. num gen num gen+ 1
11. Use the genetic algorithm in Section 3.3 to create

a new generation of physical topologies
12. For each individualphy top in the new generation

calculate the fitness valueWf using Steps 7 and 8
13. W ?  smallest fitness valueWf from last generation
14. phy top?  physical topology corresponding toW ?

15. IfW ? > W then
16. Mmin  M ; go back to Step 3
17. Else ifW ? < W � 5 then
18. Mmax  M ; go back to Step 3
19. Else returnM , phy top?

20. end of the algorithm

Figure 1. Algorithm for the design of MP�S networks

4 Numerical Results

In this section we present results that illustrate how the dif-
ferent design parameters affect the number of OXCs re-
quired to interconnect a set of LSRs. We set the upper
bound on the degree of connectivity� of the MP�S net-
work of OXCs to 0.4. The setL of lightpaths is chosen
so that each LSR has exactly� incoming and� outgoing
lightpaths to a random set of other LSRs.

In Figure 2 we plot the numberM of OXCs in the
MP�S network against the numberN of LSRs. Three plots
are given forW = 32; 64; 128. For these results, we have
let� = 12 andP = 64. The numberM of OXCs increases
almost linearly with the numberN of LSRs, but the slope
of the curves is moderate. In particular, an increase by a
factor of ten in the number of LSRs results in an increase
in the number of OXCs by a factor between four and seven.
Since the degree of connectivity is around 0.4, the corre-
sponding increase in the number of links, asN increases,
is similar. This result implies that OXC networks to in-
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Figure 2. NumberM of OXCs (� = 12, P = 64)

terconnect very large number of LSRs can be built cost-
effectively. Also, the larger the number of wavelengths,
the smaller the number of OXCs required for a given num-
berN of LSRs, as expected. However, a two-fold increase
in the number of wavelengths (from 32 to 64) reduces the
number of OXCs by less than 1/2, while a second two-fold
increase (from 64 to 128) results in a smaller reduction in
the number of OXCs. Note that, for a given value ofN , the
number of lightpaths in the setL remains constant at�N
across the three curves in Figure 2, so one would expect
a larger decrease in the number of OXCs as the number of
wavelengths increases. However, recall that2N OXC ports
are needed to attach the LSRs to the OXC network. Since
the number of ports per OXC remains constant atP = 64,
asW increases, the number of OXCs needed is constrained
by the number of ports required. Thus, in order to take full
advantage of the larger number of wavelengths in the fiber,
OXCs with a larger number of ports must be employed.

In Figure 3 we letW = 64 andP = 64, and we plot
the number of OXCs against the numberN of LSRs. Three
curves are shown, one for a different value of the number
of transceivers per LSR,� = 4; 8; 12. Note that the curve
for � = 12 is identical to the middle curve of Figure 2 for
W = 64, although the scale in the two figures is different.
Again, we see that the number of OXCs increases linearly
with the number of LSRs. Recall that the number�N of
lightpaths increases linearly with�. However, the curves
show that the number of OXCs for a givenN value needed
to support the larger number of lightpaths increases much
more slowly than�. These results indicate that a small
incremental cost (in terms of OXCS and fiber links) can
provide a significantly richer connectivity among the LSRs.

In Figure 4 we plot the number of OXCs against the
number of wavelengths forN = 300 andP = 64. Three
curves for different numbers of transceivers per LSR are
shown,� = 4; 8; 12. The results are as expected. Specifi-
cally, the number of OXCs needed decreases as the number
W of wavelengths per fiber increases, but the curves flatten
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Figure 4. NumberM of OXCs (N = 300, P = 64)

out onceW > 80. As we mentioned above, this reflects the
fact that a larger number of ports per OXC is needed to take
full advantage of the large number of wavelengths. Also,
more OXCs are required as� increases, but the results are
consistent with the previous figure in that the increase in the
number of OXCs is significantly slower than the increase in
� (and the corresponding increase in the number of light-
paths to be established).

Finally, in Figure 5 we compare the results of our
heuristic algorithm to a lower bound on the number of
OXCs, which can be found in [6]. The figure plots the mid-
dle curve of Figure 2 and the corresponding lower bound;
thus, these plots correspond to the following values of the
input parameters:� = 12, P = 64, andW = 64. As
we can see, the two curves have very similar behavior, and
the results from our heuristic are close to the lower bound.
We emphasize that the lower bound is obtained simply by
counting the number of network resources that are abso-
lutely necessary to support the given set of lightpaths. In
other words, there is no guarantee that the lower bound cor-
responds to a feasible solution.
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Figure 5. Heuristic vs. lower bound (� = 12, P = 64,
W = 64)

5 Concluding Remarks

We have described a set of heuristic algorithms for the
physical and logical topology design of large-scale optical
networks of OXCs. We presented routing and wavelength
assignment heuristics, as well as a genetic algorithm to it-
erate over the set of physical topologies. We have applied
our algorithms to design networks that can accommodate
hundreds of LSRs and several thousands of lightpaths. The
most important finding is that it is possible to build cost-
effective networks that provide rich connectivity among the
LSRs with relatively few, but properly dimensioned, OXCs.
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