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ABSTRACT

Wavelength-division multiplexing appears to
be the solution of choice for providing a faster
networking infrastructure that can meet the
explosive growth of the Internet. Several differ-
ent technologies have been developed so far for
the transfer of data over WDM. In this article
we survey two new technologies which are still in
the experimental stage — optical packet switch-
ing and optical burst switching — and comment
on their suitability for transporting IP traffic.

INTRODUCTION
Several different technologies have been

developed for the transfer of data over wave-
length-division multiplexing (WDM), such as
broadcast-and-select, wavelength routing, optical
packet switching, and optical burst switching.
Broadcast-and-select networks have been exten-
sively studied, and several prototypes have been
developed. Wavelength routing networks have
already been deployed and currently represent
the most promising technology for optical net-
works. Optical packet switching and optical burst
switching are still in the research phase.

An optical packet network consists of optical
packet switches interconnected with fibers run-
ning WDM. The switches may be adjacent or con-
nected by lightpaths. (A lightpath is a
circuit-switched connection consisting of the same
wavelength allocated on each link along the path.
It may consist of different wavelengths along the
path if converters are present.) The user data is
transmitted in optical packets, which are switched
within each optical packet switch entirely in the
optical domain. Thus, the user data remains as an
optical signal in the entire path from source to
destination. No optical-to-electrical or electrical-
to-optical conversions are required.

Optical burst switching is a technique for
transmitting bursts of traffic through an optical
transport network by setting up a connection
and reserving resources end to end only for the
duration of a burst.

Both optical packet switching and optical
burst switching can be used to transport IP traf-
fic and asynchronous transfer mode (ATM) traf-

fic. The problem of transporting IP packets over
an optical packet-switched network has not been
addressed yet in the open literature. Further-
more, as will be seen below, there are some
technologically limiting factors that need to be
overcome in order for optical packet switching
to become a commercially viable technology.
Optical burst switching, on the other hand,
seems to be a more prominent technology, at
least in the near term.

In this article we survey various optical pack-
et switch architectures and burst switching tech-
niques. We review optical packet and optical
burst switching, and present our conclusions.

WDM OPTICAL PACKET SWITCHES
A WDM optical packet switch consists of four
parts: the input interface, switching fabric, output
interface, and control unit. The input interface is
mainly used for packet delineation and alignment,
packet header information extraction and packet
header removal. The switch fabric is the core of
the switch and is used to switch packets optically.
The output interface is used to regenerate the
optical signals and insert the packet header. The
control unit controls the switch using the informa-
tion in the packet headers. Because of synchro-
nization requirements, optical packet switches are
typically designed for fixed-size packets.

When a packet arrives at a WDM optical pack-
et switch, it is first processed by the input inter-
face. The header and payload of the packet are
separated, and the header is converted into the
electrical domain and processed by the control
unit electronically. The payload remains an optical
signal throughout the switch. After the payload
passes through the switching fabric, it is recom-
bined with the header, which is converted back
into the optical domain at the output interface.

In the following, we briefly describe some
issues of optical packet switches. For more infor-
mation about synchronization and contention
resolution, the reader is referred to [1].

PACKET CODING TECHNIQUES
Several optical packet coding techniques have
been studied. There are three basic categories:
bit serial, bit parallel, and out-of-band signaling.
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Bit serial coding can be implemented using opti-
cal code-division multiplexing (OCDM), optical
pulse interval, or mixed-rate techniques. In
OCDM, each bit carries its routing information,
while in the latter two techniques, multiple bits
are organized into a packet payload with a pack-
et header that includes routing information. The
difference between the latter two techniques is
that  in optical pulse interval, the packet header
and payload are transmitted at the same rate,
whereas in the mixed-rate technique, the packet
header is transmitted at a lower rate than the
payload so that the packet header can easily be
processed electronically. In bit parallel coding,
multiple bits are transmitted at the same time
but on separate wavelengths. Out-of-band sig-
naling coding includes subcarrier multiplexing
(SCM) and dual-wavelength coding. In SCM,
the packet header is placed in an electrical sub-
carrier above the baseband frequencies occu-
pied by the packet payload, and both are
transmitted in the same time slot. In dual-wave-
length coding, the packet header and payload
are transmitted in separate wavelengths but in
the same time slot.

CONTENTION RESOLUTION
Contention resolution is necessary in order to
handle the case where more than one packet are
destined to go out of the same output port at the
same time. This is a problem that commonly
arises in packet switches, and is known as exter-
nal blocking. It is typically resolved by buffering
all the contending packets, except one which is
permitted to go out. In an optical packet switch,
techniques designed to address the external
blocking problem include optical buffering,
exploiting the wavelength domain, and using
deflection routing. Whether these will prove
adequate to address the external blocking prob-
lem is still highly doubtful. Below we discuss
each of these solutions.

Optical Buffering — Currently, optical buffer-
ing can only be implemented using optical delay
lines (ODLs). An ODL can delay a packet for a
specified amount of time, which is related to the
length of the delay line. Thus, optical buffering
is the Achilles’ heel of optical packet switches.
Delay lines may be acceptable in prototype
switches, but are not commercially viable. The
alternative, of course, is to convert the optical
packet to the electrical domain and store it elec-
tronically. This is not an acceptable solution,
since electronic memories cannot keep up with
the speeds of optical networks.

There are many ways an ODL can be used to
emulate an electronic buffer. For instance, a
buffer for N packets with a FIFO discipline can
be implemented using N delay lines of different
lengths. Delay line i delays a packet for i time
slots. A counter keeps track of the number of
packets in the buffer. It is decreased by 1 when a
packet leaves the buffer, and increased by 1
when a packet enters the buffer. Suppose that
the value of the counter is j when a packet
arrives at the buffer; then the packet will be
routed to the jth delay line. Limited by the
length of the delay lines, this type of buffer is
usually small, and does not scale up.

Exploiting the Wavelength Domain — In
WDM, several wavelengths run on a fiber link
that connects two optical switches. This can be
exploited to minimize external blocking as fol-
lows. Let us assume that two packets are des-
tined to go out of the same output port at the
same time. Then they can be still transmitted
out, but on two different wavelengths. This
method may have some potential in minimizing
external blocking, particularly since the number
of wavelengths that can be coupled together
onto a single fiber continues to increase. For
instance, it is expected that in a year there will
be as many as 200 wavelengths/fiber.

Deflection Routing — Deflection routing is
ideally suited to switches that have little buffer
space. When there is a conflict between two
packets, one will be routed to the correct output
port, and the other to any other available output
port. In this way, little or no buffer is needed.
However, the deflected packet may end up fol-
lowing a longer path to its destination. As a
result, the end-to-end delay for a packet may be
unacceptably high. Also, packets will have to be
reordered at the destination since they are likely
to arrive out of sequence.

Below, we examine various optical packet
switch architectures that have been proposed in
the literature. Based on the switching fabric
used, they have been classified into the following
three classes: space switch, broadcast-and-select,
and wavelength routing. For presentation purpos-
es, we do not show the input/output interfaces
and control unit used in these switches.

AN ARCHITECTURE WITH
A SPACE SWITCH FABRIC

A space switch fabric architecture is shown in
Fig. 1. The performance of this switch was ana-
lyzed in [2]. The switch consists of N incoming
and N outgoing fiber links, with n wavelengths
running on each fiber link. The switch is slotted,
and the length of the slot is such that an optical

" Figure 1. An architecture with a space switch fabric.
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packet can be transmitted and propagated from
an input port to an output optical buffer.

The switch fabric consists of three parts: opti-
cal packet encoder, space switch, and optical
packet buffer. The optical packet encoder works
as follows. For each incoming fiber link, there is
an optical demultiplexer which divides the incom-
ing optical signal to the n different wavelengths.
Each wavelength is fed to a different tunable
wavelength converter (TWC) which converts the
wavelength of the optical packet to a wavelength
that is free at the destination optical output
buffer. Then, through the space switch fabric, the
optical packet can be switched to any of the N
output optical buffers. Specifically, the output of
a TWC is fed to a splitter which distributes the
same signal to N different output fibers, one per
output buffer. The signal on each of these output
fibers goes through another splitter which dis-
tributes it to d + 1 different output fibers, and
each output fiber is connected through an optical
gate to one of the ODLs of the destination out-
put buffer. The optical packet is forwarded to an
ODL by appropriately keeping one optical gate
open and closing the rest. The information
regarding to which wavelength a TWC should
convert the wavelength of an incoming packet
and the decision as to which ODL of the destina-
tion output buffer the packet will be switched to
is provided by the control unit, which has knowl-
edge of the state of the entire switch.

Each output buffer is an optical buffer imple-
mented as follows. It consists of d + 1 ODLs,
numbered from 0 to d. ODL i delays an optical
packet for a fixed delay equal to i slots. ODL 0
provides zero delay, and a packet arriving at this
ODL is simply transmitted out of the output port.
Each ODL can delay optical packets on each of
the n wavelengths. For instance, at the beginning
of a slot, ODL 1 can accept up to n optical pack-
ets, 1/wavelength, and delay them for 1 slot. ODL
2 can accept up to n optical packets at the begin-
ning of each time slot, and delay them for 2 slots.
That is, at slot t, it can accept up to n packets
(1/wavelength) and delay them for 2 slots, in
which case these packets will exit at the beginning
of slot t + 2. However, at the beginning of slot t
+ 1 it can also accept another batch of n optical
packets. Thus, a maximum of 2n packets may be
in transit within ODL 2; similarly for ODL 3
through d. Let ci denote the number of optical

packets on wavelength i, where i = 1, 2, …, n.
We note that these λi optical packets may be on
a number of different ODLs. To insert an opti-
cal packet into the buffer, we first check all the
ci counters to find the smallest one, say cs; then
we set the TWC associated with this optical
packet to convert the packet’s wavelength to λs,
increase cs by 1, and switch the optical packet to
ODL cs. If the smallest counter cs is larger than
d, the packet will be dropped.

ARCHITECTURES WITH A
BROADCAST-AND-SELECT SWITCH FABRIC

In this section we describe two different architec-
tures with a broadcast-and-select switch fabric. In
these architectures, packets from all input ports,
each on a different wavelength, are combined
within the switch and are broadcast to all the out-
put ports. Wavelength selectors are then used at
each output port to select a wavelength, and con-
sequently a packet, to be sent out the switch. This
type of switch fabric lends itself to multicasting.

The KEOPS Switch with a Broadcast-and-
Select Fabric — This switch [3] was developed
as part of the European ACTS Keys to Optical
Switching (KEOPS) project. Each input and out-
put fiber carries only one wavelength, as shown
in Fig. 2. Note that the wavelength of an output
port is not fixed, and varies with packets. There-
fore, the output interface is responsible for mak-
ing it meet the requirement of the output signal.
The switching fabric consists of three blocks:
encoder, buffer, and selector. The wavelength
encoder block consists of N fixed wavelength
converters (FWCs), one per input, and a multi-
plexer. The buffer block consists of a splitter, K
ODLs, and a space-switching stage implemented
by means of splitters, optical gates, and combin-
ers. Finally, the wavelength selector block con-
sists of N wavelength channel selectors
implemented by means of demultiplexers, optical
gates, and multiplexers. These three blocks make
up the broadcast-and-select switch fabric.

The switch is slotted. At the beginning of a
time slot, each wavelength converter in the
wavelength encoder block converts the wave-
length of the incoming packet to a fixed wave-
length. The output of the N converters is
combined and then distributed through a splitter

" Figure 2. The KEOPS switch with a broadcast-and-select fabric.
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into K different ODLs. Each ODL has a different
delay which is an integer number of slots. That is,
ODL i has a delay of i slots. The N optical pack-
ets are stored simultaneously to the K different
ODLs. At the beginning of the next slot, a maxi-
mum of K * N optical packets exit from the K
ODLs and up to N of them are directed to their
destination output ports without any collisions.
This is achieved through a combination of split-
ters, optical gates, demultiplexers and multiplex-
ers. Specifically, the output signal from each ODL
goes through a splitter which distributes it over N
outputs. We recall that this output signal consists
of N multiplexed optical packets, one for each
wavelength. The signal from output j of each
splitter is directed to output port j. Since there
are K such splitters, there are K such output sig-
nals, of which only one is selected and directed to
output port j. This selected output signal is fed
into a demultiplexer, which breaks it up into the
N wavelengths, of which only one is transmitted
out. The operation of this broadcast-and-select
switch fabric is managed by a control unit.

In this switch, an optical packet consists of a
header, payload, and guard time. The header may
include information about the destination, pay-
load type, priority, and so on. The payload is the
user data. A guard time is used to allow for the
setup time of the optical devices in the switch. It
may be inserted between the header and the pay-
load, or between two successive packets on the
same wavelength. Mixed-rate coding is used. That
is, the header is encoded at a low fixed bit rate
(e.g., 622 Mb/s), and the payload rate may vary
from a few hundred megabits per second to 10
Gb/s. Moreover, the packet length is fixed in
time, not in the number of bits. That is, the dura-
tion of the packet is fixed (e.g., 1.64 µs), but the
size of the packet is variable. This packet format
has two advantages. First, the processing speed of
the logic in the WDM packet switches depends
on the header rate, but not on the payload rate.
Second, the buffering space in the WDM packet
switches, realized by means of ODLs whose length
is proportional to the time length of the packet to
be stored, does not depend on the payload rate.

This switch architecture can be extended to the
case where it has M input and output fibers, and
each input and output fiber carries n wavelengths.
This is achieved by demultiplexing the signal from
each incoming fiber to the n wavelengths, and then
treating the switch as if it has n * M input wave-
lengths instead of N presented above. At the
output side, each group of n wavelengths can be
combined together through a combiner onto the
same output fiber.

A Switch with a Broadcast-and-Select Fabric
and Recirculation Buffer — This switch archi-
tecture was proposed in [4], and a modified ver-
sion is shown in Fig. 3. The idea of using a
recirculation buffer comes from an ATM switch
known as the starlite switch. As in the previous
switch architecture, there is a single wavelength
for each input and output fiber, and the wave-
length of an output port varies with packets. The
broadcast-and-select switch fabric is implemented
through a coupler which combines up to M input
wavelengths and then distributes the combined
signal to N tunable optical filters (TOFs) and M

fixed optical filters (FOFs). Note that M is larger
than N. The input to the coupler comes from N
input wavelengths and M wavelengths which are
part of the feedback process, explained below.

The switch is slotted, and is controlled by a
control unit. At the beginning of each time slot,
the control unit knows the destination output
ports of the incoming optical packets from the
input ports and the 1 time slot delay line. Accord-
ingly, it instructs the TWCs at the input ports, the
tunable optical filters at the output ports, and
optical gates. Up to M optical packets are fed into
the coupler; according to their destinations, up to
N of them are passed through the TOFs and out
to the output ports, and the remaining packets
are recirculated through an ODL. The recirculat-
ed optical packets are fed back to the coupler at
the beginning of the following slot.

ARCHITECTURES WITH A
WAVELENGTH ROUTING SWITCH FABRIC

In this section we describe three architectures
based on wavelength routing switch fabrics. The
switching procedure in these three architectures
can be divided into two phases. In the first phase,
packets are sent to ODLs for contention resolu-
tion; in the second phase, packets are routed to
the correct output ports through the wavelength
routing switch fabric.

An Input-Buffered Switch — This switch was
proposed in [5] and is shown in Fig. 4. Each
incoming and outgoing link carries a single
wavelength. The wavelength of an output port
varies with packets. The switch consists of the
scheduling section and the switching section.

The scheduling section is used for contention
resolution and is composed of N TWCs, one for
each incoming wavelength, two K x K arrayed
waveguide gratings (AWGs), and M ODLs, where
K = max(N, M). An AWG is a wavelength rout-
ing device that can route optical signals from dif-
ferent input ports to different output ports based
on their wavelength. The combination of all these
optical devices provides for optical buffering of N

" Figure 3. A switch with broadcast-and-select fabric and recirculation buffer.
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individual buffers, each of which has M positions.
If there are available buffer spaces, a packet
entering input i of the first AWG will appear at
output i of the second AWG after a specified
delay. The length of the delay is determined by
the wavelength of the packet when it enters the
first AWG. Specifically, each TWC converts the
wavelength of an incoming optical packet so that
the optical packet, when routed through the
AWG, joins the ODL with the appropriate delay.
The delay of an optical packet is selected using
the following two rules: first, no two optical pack-
ets may appear at the same slot at the same switch
output; second, no two optical packets may
appear at the same buffer output at the same slot.

The switching section is used for switching opti-
cal packets to their destination output ports and is
made up of an AWG and TWCs. The TWCs are
used to assign the optical packet the right wave-
length corresponding to the desired output port.

The switch suffers from head-of-line blocking,
which is inherent in input buffering switches. For
example, suppose that optical packet 1 in input i
must be routed to output 1, while optical packet
2 behind optical packet 1 in input i must be
routed to output 2. If optical packet 1 must be
delayed for one time slot, optical packet 2 has to
be delayed for at least one time slot due to to
the second rule, even though optical packet 2
goes to a different output port. However, if opti-

cal packet 1 has to be delayed by more than one
time slot, optical packet 2 need only be delayed
by 0 slot as long as packet 2 has no conflict at
switch output 2.

In [5] the authors also proposed an output-
buffering switch with a wavelength routing fabric.

An Input-Buffered Switch with a Distribution
Network — This switch was developed as part of
the KEOPS project [3], and is shown in Fig. 5.
Each incoming and outgoing fiber carries a single
wavelength. The wavelength of an output port
varies with packets. The switch consists of two
stages: contention resolution and switching. In the
first stage, through the demultiplexer, each input
port is connected with at least one ODL in each
of N ODL sets. The TWC in the first stage decides
to which ODL an optical packet will be sent. The
second stage is used for switching optical packets
to the correct output ports. Through the demulti-
plexer in the second stage, each ODL is connected
to each output port. The TWC decides to which
output port an optical packet will be sent.

Logically the first stage can be divided into
two parts: distribution and input buffer. The dis-
tribution part distributes optical packets from
the same input to different input buffers. Note
that if we remove the distribution part (i.e., each
demultiplexer can only connect to one ODL
set), the switch becomes identical to the one

" Figure 4. An input-buffered switch.
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described above. The distribution part helps
overcome the head-of-line blocking. Let us refer
to the example of the two optical packets dis-
cussed in the previous subsection. In this case,
regardless of how many time slots optical packet
1 must be delayed, it has no effect on the delay
of optical packet 2, because the two optical
packets could be routed to different ODL sets.

An optical packet arriving at the switch at
time slot t is routed to the ODL with length d
determined using the following three constraints.
First, no other optical packet is scheduled to the
same output port in time slot t + d. Second, no
other optical packet is scheduled to the same
TWC in the second stage in time slot t + d.
Third, no optical packet from the same input
port and to the same output port is scheduled in
d′ with d′ ≥ d. The ODL with the shortest delay
satisfying these three constraints is selected.

In the WDM version of this switch, there are
M incoming and outgoing fiber links, and each
carries N wavelengths. N planes are located
between M demultiplexers and M combiners
connected to the incoming and outgoing fibers,
respectively. Each plane is an N x N standard
wavelength routing switch, as described above.
However, in the WDM switch an outgoing fiber
may carry more than one wavelength. The con-
trol part of the switch makes sure that there is
no wavelength conflict in the combiner.

The WASPNET Switch — This switch was pro-
posed as part of the Wavelength Switch Optical
Packet Network (WASPNET) project [6]. The
configuration of a WASPNET switch with single-
wavelength inputs and outputs is shown in Fig. 6.
It consists of a 2N x 2N AWG, N sets of ODLs,
and 4N TWCs. As in the previous two architec-
tures, the switch can be divided into two phases.
First, optical packets are routed to the ODLs to
resolve contention, then routed to the desired
output port. However, in this switch these two
phases are implemented together by a 2N x 2N
AWG and N ODL sets. The 2N TWCs on the
left of the AWG are used to select the AWG’s
output. The first N TWCs on the right of the
AWG are used to select the correct ODLs for
the optical packets that will be recirculated. The
other N TWCs are used to convert optical pack-
ets to the wavelengths required by the switch
output interface, because there are more wave-
lengths inside the switch than the incoming and
outgoing wavelengths. One advantage of this
switch is that it can support optical packet prior-
ities. That is, after leaving the delay line, an opti-
cal packet may be delayed again because of
preemption by a higher-priority optical packet.

The WDM version of this switch is made up
of demultiplexers, combiners, and multiple
planes of wavelength routing switch fabrics, each
with single-wavelength inputs and outputs. It has
N input and N output fibers, each with n wave-
lengths. There are n planes, each corresponding
to one of the n wavelengths. For example, wave-
length i in each input fiber is always demulti-
plexed to plane i. In view of this, the inputs of
each plane have the same wavelength. However,
different wavelengths may appear at the output
of each plane. In one time slot, the switch allows
multiple optical packets to leave not only from

the same output of the WDM switch, but also
from the same output of a single plane. An N x
N AWG is inserted between the N TWCs (N +
1, …, 2N) on the right of the 2N x 2N AWG and
the output of a plane for this function. Now the
N TWCs carry out more functions. For instance,
they make a final routing decision in addition to
assigning optical packets to the wavelengths
required by the switch output interface. The con-
trol part of the switch makes sure that there is
no wavelength conflict in the combiner.

OPTICAL BURST SWITCHING
Optical burst switching is an adaptation of an
International Telecommunication Union —
Telecommunication Standardization Sector
(ITU-T) standard for burst switching in ATM
networks, known as ATM block transfer (ABT).
There are two versions of ABT: ABT with delayed
transmission and ABT with immediate transmis-
sion. In the first case, when a source wants to
transmit a burst, it sends a packet to the ATM
switches on the path of the connection to inform
them that it wants to transmit a burst. If all the
switches on the path can accommodate the burst,
the request is accepted and the source is allowed
to go ahead with its transmission. Otherwise, the
request is refused, and the source has to send
another request later. In ABT with immediate
transfer, the source sends the request packet,
and then immediately after it, without receiving
a confirmation, transmits its burst. If a switch
along the path cannot carry the burst due to
congestion, the burst is dropped. These two
techniques have been adopted to optical net-
works. The tell-and-go (TAG) scheme [7, 8] is
similar to the ABT with immediate transmission,
and the tell-and-wait (TAW) scheme [8] is simi-

" Figure 6. The WASPNET switch.
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lar to ABT with delayed transmission. An inter-
mediate scheme known as just-enough-time (JET)
was proposed in [9].

An optical burst switching network consists of
optical burst switches interconnected with WDM
links. An optical burst switch transfers a burst
coming in from an input port to its destination
output port. Depending on the switch architec-
ture, it may or may not be equipped with optical
buffering. The fiber links carry multiple wave-
lengths, and each wavelength can be seen as a
channel. A burst is dynamically assigned to a
channel. The control packet associated with a
burst may also be transmitted over a channel, or
over a nonoptical network. The burst may be
fixed to carry one or more IP packets. Currently,
OBS networks do not exist. An optical burst
switch architecture is described in [10]. In this
articles various algorithms for scheduling bursts
within an optical burst switch are also discussed.

In the TAG scheme, the source transmits the
control packet and immediately after transmits
the optical burst. In this scheme, it may be nec-
essary to buffer the burst in the optical burst
switch until its control packet has been pro-
cessed. In the JET scheme there is a delay
between transmission of the control packet and
transmission of the optical burst. This delay can
be set to be larger than the total processing time
of the control packet along the path. This way,
when the burst arrives at each intermediate
node, the control packet has been processed and
a channel on the output port has been allocated.
Therefore, there is no need to buffer the burst at
the node. This is a very important feature of the
JET scheme, since optical buffers are difficult to
implement. A further improvement of the JET
scheme can be obtained by reserving resources
at the optical burst switch from the time the
burst arrives at the switch, rather than from the
time its control packet is processed at the switch.

In [9] a variation of JET was proposed which
supports quality of service. Specifically, two traf-
fic classes were defined: real-time and non-real-
time. A burst belonging to the real-time class is
allocated higher priority than a burst belonging
to the non-real-time class by simply using an
additional delay between transmission of the
control packet and transmission of the burst.
The effect of this additional delay is to reduce
the blocking probability of the real-time burst at
the optical burst switch.

CONCLUSIONS
Optical packet and optical burst switching tech-
niques are currently at an experimental stage.
The lack of commercially viable optical buffering
technology imposes a constraint on the commer-
cial development of optical packet switches.
Also, it is not clear how such switches can be
deployed to carry IP traffic. For instance, what
would be an ideal packet size, and how much
memory is required in an optical switch are
questions that still need to be addressed.

Burst switching seems to be a more commer-
cially viable technology than optical packet switch-
ing in the near future, if it can be designed to not
require optical buffering. A possible first applica-
tion of burst switching could be in a metropolitan

ring which can be used to connect devices such as
IP routers and head-ends of cable access net-
works. The performance of the various burst
switching schemes, as well as the size of a burst
need to be studied in the light of IP traffic.

As optical devices mature and become cost-
competitive, it is conceivable that by the end of
the decade optics will play a much more signifi-
cant role in packet switching technology than
today, with many switching and routing functions
incorporated into the optical domain.
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In the tell-and-go

scheme, the

source transmits

the control

packet and

immediately after

it transmits the

optical burst.

In this scheme, it

may be necessary

to buffer the

burst in the

optical burst

switch, until its

control packet

has been

processed.


