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Fig. 12. Decomposition of an Internet Service Provider.

etc. Network virtualization allows the owners of a physical
infrastructure to act as infrastructure providers by provisioning
multiple virtualized infrastructures. Of course, an infrastructure
provider may also be a service provider at the same time and can
provide services upon its own infrastructure. However, it may
also be able to lease unused resources in the form of virtualized
infrastructure to other serviceproviders. A service provider
can lease resources from a single or multiple infrastructure
providers. Fig. 12 illustrates this decomposition process.

B. 4WARD VNet Model

The 4WARD research project [63] is part of the European
Union (EU) 7th Framework Programme. One of the 4WARD
work packages (WP3-VNet) focuses on network virtualization
and its impact on the Future Internet. Its objective is to provide
virtualization of network resources, virtual networks and virtu-
alization management. Network resources to be virtualized in-
clude servers and links. 4WARD focuses on a generalized ap-
proach to allow virtualization of different resources that form
a unified framework, and supports both wireline and wireless
resources.

In the 4WARD WP3 technical report [55], the above network
leasing concept is further extended, and three roles are pro-
posed. The infrastructure provider (InP) owns and maintains the
physical network; it also provides means to virtualize its phys-
ical resources. The virtual network provider (VNP) uses virtual
resources provided by one or moreInPs, provisions virtual net-
works, and makes them available to virtual network operators
(VNOs). In turn, VNOs operate virtual networks and provide
services.

This three-role model is further expanded in [64] which in-
troduces end-customers and application service providers and
enables moreflexible provisioning of virtual networks and ser-
vices. Three use cases (beta slice, service broker in access net-
works, and service component mobility in mobile networks) are
also discussed in detail.

In [65], the impact and challenges of network virtualization,
especially for InPs, are discussed. Manageability, scalability
and reliability are three aspects that should be properly solved
to pave the way for deployment of services based on network
virtualization.

The scalable & adaptive Internet solutions (SAIL) project is
another Framework Programme 7 project. Cloud networking

(CloNet) [66], a key focus of SAIL, aims to expand the con-
cept of network virtualization to accommodate Cloud providers
as VNOs.

C. Testbeds for Next Generation Internet

Many in the networking research community have argued
that the current Internet is ossified [67] and needs to be im-
proved. Network virtualization offers a natural solution to
overcoming the Internet impasse [68]–[70], namely, the de-
ployment of testbeds as virtualized infrastructure on which to
experiment with newly designed architectures. The GENI and
4WARD projects in the United States and the EU, respectively,
are currently two major Next Generation Internet initiatives.
Both have adopted network virtualization as a core strategy.

GENI is a collection of research projects in the United States,
most of which are clustered around four control frameworks:
PlanetLab, ProtoGENI (a descendent of Emulab), ORCA (open
resource control architecture) [71] and ORBIT [72]. Broadly
speaking, GENI does not aim to be the Next Generation Internet;
it hopes to provide researchers ways to explore all the possibil-
ities and addresses most of the challenges in the network vir-
tualization area. GENI aims to design a streamlined process to
instantiate virtual networks, to allow on-demand addition of re-
sources to these networks, and to manage the virtual networks.

G-Lab and OneLab, which we discussed in Section III.A.5,
provide testbeds enabled by virtualization to researchers to ex-
plore the Future Internet. Another recent effort,Future Internet
core platform (FI-WARE) [73], also a EU 7th Framework Pro-
gramme project, proposes to leverage network virtualization in
its testbed architecture design.

D. Wireless Network Virtualization

While most network virtualization technologies and con-
cepts have their origins in wired networks, researchers are also
exploring the implication of virtulization to wireless networks,
including mobile cellular networks and sensor networks. In
this context, wireless spectrum represents a resource to be
virtualized, consistent with the link virtualization concept
we discussed in Section II.B. Various wireless virtualization
techniques are discussed in [74], along with new challenges
introduced due to mobility and unique properties of wireless
nodes.
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Fig. 13. NVO3 Reference Module.

1) Mobile Cellular Network Virtualization:The mobile vir-
tual network operator (MVNO) concept is well known and un-
derstood in the mobile industry. Notably, most Virgin Mobile
brands around the world have been established as MVNOs. An
MVNO gets access to mobile network owned by other providers
through contracts and agreements, and runs its owb billing and
customer servicess. Network virtualization technologies and the
4WARD VNet Model in Section V.B will provide seamless sup-
port for MVNOs. Several use cases are discussed in [75].

In [76], the network virtualization substrate (NVS) concept
is proposed to virtualize a WiMAX network. A WiMAX base
station uses orthogonal frequency division multiple access
(OFDMA) frame structure for transmission between the base
station and its subscribers. NVSvirtualizes the wireless spec-
trum into distinct slices by using a slice ID to group a slice’s
download link subFrame and upload link subframe, and to
provide ßow-level isolation. OS platform virtualization tech-
nologies are also employed to virtualize other components in
a WiMAX network including the access services network and
the connectivity services network. Similarly, it is proposed in
[77] to schedule a physical resource block, the smallest unit
that the long term evolution (LTE) MAC scheduler handles,
among different users to achieve spectrum virtualization. LTE
enhanced Node B (eNodeB) may be also virtualized as virtual
eNodeB using OSßatform virtualization technologies.

2) Sensor Network Virtualization:The impact of network
virtualization on sensor networks may not be as profound as on
cellular networks. Most sensor nodes have limited resources, are
dedicated to a speciÞc application, and are sensitive for latency.
As long as these limitations persist, virtualization solutions may
remain a challenge.

Current research activities for sensor network virtualization
mostly focuses on virtualizing the sensor software platform
to enable multiple applications sharing the same sensor [78],
[79]. A virtual sensor network, as proposed in [80], consists
of a dynamic subset of sensors that can form a virtual network
and work together on a particular application. Multiple virtual
sensor networks may be formed on the same physical sensor
network. Readers are referred to [81] for a detailed survey on
virtualization of wireless sensor networks.

E. Standardization Effort on Virtual Networks in Data Center

With the rapid adaptation and development of virtual net-
works in data centers, IETF has chartered the Network Virtu-
alization Overlays (NVO3) working group to standardize the
NVO3 framework to solve new challenges.

A virtual network in a data center is deÞned as “a virtual L2
or L3 domain that belongs to a tenant [82]”. One distinct charac-
teristic of this virtual network is the Tenant End System (TES)

attached to it. These TESs could be a non-virtualized server, a
physical appliance or most likely a VM instance in today’s data
center. The NVO3 framework uses the overlay network tech-
nologies we have discussed in Section II.C.1, and its aim is to
(1) dynamically provision a tenant virtual network; (2) provide
isolation between tenant virtual networks; (3) enable connec-
tivity between tenant virtual networks and other networks, such
as a customer site network; and(4) gracefullyhandle VM mo-
bility in a tenant virtual network.

Fig. 13 gives an overview of the NVO3 reference module.
TESs could be attached to a Virtual Network Instance (VNI)
through a Virtual Access Point(VAP), and the VNI could con-
nect to other VNIs or other part of customer network through
an overlay module. The overlay module tunnels trafÞc and pro-
vides L2 or L3 connectivity between VNIs upon the underlay
L3 network. The collection of VAP, VNI and the overlay module
is called Network Virtualization Edge (NVE). For more details
of NVO3, readers are referred tothe NVO3 problem statement
[83], framework [82] and use cases [84].

There are several approaches that can be used to implement
the overlay module in the NVO3 framework. Virtual eXtensible
Local Area Network (VXLAN) [85] is proposed in the wake of
the insufÞcient VLAN ranges in data center multi-tenant envi-
ronments. A new VXLAN header is added to a L2 packet that is
carried in L3 UDP packets. Insteadof introducing new headers,
Network Virtualization using Generic Routing Encapsulation
(NVGRE) [86] leverages the current GRE header to carry a 24
bit Virtual Subnet IdentiÞer, and a L2 packet is encapsulated
as a GRE packet upon a L3 IP packet. Stateless Transport Tun-
nelling Protocol (STT) [87] is anotherßavor of encapsulation. It
encapsulateis data into a TCP-header-like SST header so that the
NIC, which supports TCP segmentation ofßoad, could segment
the data for better performance. STT also allows moreßexibility
of deÞning virtual network meta-data.

F. Research Challenges

1) Control Frameworks:Control frameworks are key to
enable network virtualization. The four control frameworks
under GENI collaborate and compete with each other. We
envision that multiple control frameworks will succeed and
federate (work together) with each other to compose a future
global control framework.

One aspect of such frameworks isresource control, which in-
cludes polling resources, leasing resources to requesters, inter-
acting with other resource control frameworks and acting as a
resource broker. This is crucialto network leasing, as discussed
in Section V.A. Another aspect has to do with enabling resource
initialization, deployment, monitoring, etc.
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If a control framework is not open to the outside world, it
makes the controlling aspects easy while sacriÞcing the ability
to federate with other frameworks. On the other hand, if a frame-
work is too open, it isßexible yet runs a greater risk of being
abused. Each of the existing control frameworks employs a dif-
ferent philosophy in balancing these tradeoffs.

2) Security: In a virtualized network, security issues can be
broadly classiÞed into three categories. First, some issues are
related directly to similar considerations in virtualized oper-
ating systems. For instance, in operating systems, the hypervisor
should be well secured because it controls, and can potentially
affect, all the VMs. Similarly, in a virtual network environment,
the substrate that controls the different virtual networks should
be protected. Multiple users are accessing the same physical net-
work resources, such as routers. Isolation between the different
virtual networks is essential to maintain the illusion of separa-
tion: if a user in one virtual network is somehow able to detect
the presence of other virtual networks, then the illusion of sep-
aration is broken. On the other hand, isolation can only provide
limited security and privacy withthe use of current encryption
techniques. For instance, since there may be a single physical
router, isolation does not eliminate the risks involved when the
router itself is attached.

Another class of security issues include well-known goals
such as conÞdentiality, integrity and availability. Several solu-
tions, such as authentication and intrusion detection, have been
designed to address such goals and to prevent attacks related to
privacy, non-repudiation and “man-in-the-middle.”

The third type of securityvulnerabilities is speciÞc to virtual
networks. These arise when networks are programmable. In the
absence of well-structured policies and rules, programmability
may signiÞcantly increase the vulnerability of the network. So
far, security issues that are speciÞc to virtual networks are rel-
atively unaddressed in theÞeld. SpeciÞcally, the community
has neither shown that virtual networks are as secure as tradi-
tional networks, nor provided enough security measures to de-
fend them. Hence, we expect thisÞeld to become increasingly
important as network virtualization technologies proliferate.

VI. SUMMARY

In this paper, we have conducted a thorough review of net-
work virtualization efforts byboth the industry and academic
research groups. By focusing onthe main feature of virtualiza-
tion, i.e., resource abstraction, and identifying relevant network
resources our aim has been to provide a unifying perspective
that brings to light the commonalities among a seemingly di-
verse set of approaches. We also discussed a set of research di-
rections and challenges that will arise as network virtualization
becomes the enabler for future Internet architecture research,
deployment, and experimentation.
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