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Abstract. We consider wavelength routing networks with and without wavelength converters, and several wavelength allocation policies.

Through numerical and simulation results we obtain upper and lower bounds on the blocking probabilities for two wavelength allocation

policies that are most likely to be used in practice, namely, most-used and ®rst-®t allocation. These bounds are the blocking probabilities

obtained by the random wavelength allocation policy with either no converters or with converters at all nodes of the network. Furthermore, we

demonstrate that using the most-used or ®rst-®t policies gives an improvement on call blocking probabilities that is equivalent to employing

converters at a number of nodes in a network with the random allocation policy. These results have been obtained for a wide range of loads for

both single-path and general mesh topology networks. The main conclusion of our work is that the gains obtained by employing specialized and

expensive hardware (namely, wavelength converters) can be realized cost-effectively by making more intelligent choices in software (namely,

the wavelength allocation policy).
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1 Introduction

Recent advances in wavelength division multiplexing

(WDM) and optical switching make it possible to

contemplate the deployment of wavelength routing

networks that will provide backbone connectivity

over wide-area distances and at very high data

capacities [8,4]. A wavelength routing network

consists of wavelength routers and the ®ber links

that interconnect them [6,11,7]. Wavelength routers

are optical switches capable of routing a light signal at

a given wavelength from any input port to any output

port, making it possible to establish end-to-end

lightpaths, i.e., direct optical connections without

any intermediate electronics. The functionality of

optical switches may be enhanced by employing

wavelength converters, devices that are capable of

shifting an incoming wavelength to a different

outgoing wavelength [15]. Wavelength conversion is

a desirable feature since it improves the performance

of the network in terms of call blocking probability.

However, this gain in performance must be weighted

against the cost of wavelength converters.

While the operation of wavelength routing net-

works is expected to be similar to that of conventional

circuit-switched networks, several new issues arise

which add signi®cant complexity to the problems of

design and performance evaluation of the former.

Speci®cally, the existence of multiple distinct wave-

lengths makes it necessary to employ a wavelength

allocation policy to assign an available wavelength to

an incoming call. Similarly, the wavelength conver-

sion feature gives rise to new problems associated

with evaluating the bene®ts of conversion and

optimally placing the converters at the various

network nodes. Also, dynamic (or adaptive) routing

is tightly coupled with wavelength allocation, since it

involves a search over the available wavelengths in

addition to a search over the possible paths for

establishing a call.

The problem of computing call blocking probabil-

ities under static (®xed or alternate) routing with

random wavelength allocation and with or without

wavelength converters has been studied

[1,13,2,10,16,18]. The model presented in Barry and

Humblet [1] is based on the assumption that the

wavelength use on each link is characterized by a

®xed probability, independently of other wavelengths

and links, and thus, it does not capture the dynamic

nature of traf®c. In Kovacevic and Acampora [13] it
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was assumed that the statistics of link loads are

mutually independent, an approximation that is not

accurate for sparse network topologies. In [2] a

Markov chain with state-dependent arrival rates was

developed to model call blocking in arbitrary mesh

topologies and ®xed routing; this technique was

extended to alternate routing in [10]. While more

accurate, this approach is computationally intensive

and can only be applied to networks of small size in

which paths have at most three links. A more tractable

model was presented in [16] to compute recursively

the blocking probabilities assuming that the load

on link i of a path depends only on the load of link

iÿ 1. Finally, a study of call blocking under non-

Poisson input traf®c was presented in [18], under the

assumption that link loads are statistically indepen-

dent.

Other wavelength allocation schemes, as well as

dynamic routing are harder to analyze. First-®t

wavelength allocation was studied using simulation

in [3,13], and it was shown to perform better than

random allocation, while an analytical over¯ow

model for ®rst-®t allocation was developed in [12].

A dynamic routing algorithm that selects the least

loaded path-wavelength pair was also studied in [12],

and in [14] an unconstrained dynamic routing scheme

with a number of wavelength allocation policies was

evaluated. Except in [16,17], all other studies assume

that either all or none of the wavelength routers have

wavelength conversion capabilities. The work in [16]

takes a probabilistic approach in modeling wave-

length conversion by introducing the converter

density, which represents the probability that a node

is capable of conversion independently of other nodes

in the network. While this approach works well when

the objective is the estimation of the expected call

blocking performance, it cannot be used to calculate

the actual blocking probability on individual paths

when the placement of converters is known, nor can it

be used to compare various converter placement

strategies. Finally, in [17] a dynamic programming

algorithm to determine the location of converters on a

single path that minimizes average or maximum

blocking probability was developed under the

assumption of independent link loads.

Most of the approximate analytical techniques

developed for computing blocking probabilities in

wavelength routing networks [13,2,10,18,12,14,17]

make the assumption that link blocking events are

independent and amount to the well-known link

decomposition approach [9]. Also, the development

of some other techniques is based on the additional

assumption that link loads are also independent. Link

decomposition has been extensively used in conven-

tional circuit-switched networks where there is no

requirement for the same wavelength to be used on

successive links of the path taken by a call. The

accuracy of these underlying approximations also

depends on the traf®c load, the network topology, and

the routing and wavelength allocation schemes

employed. While link decomposition techniques

make it possible to study the qualitative behavior of

wavelength routing networks, we believe that more

accurate analytical tools are needed to ef®ciently

evaluate the performance of these networks, as well as

to overcome complex network design problems.

The authors have considered the problem of

computing call blocking probabilities in meshed

wavelength routing networks with ®xed and alternate

routing and random wavelength allocation in [20].

Unlike previous studies, we have developed an

iterative path decomposition algorithm for analyzing

arbitrary network topologies. Speci®cally, we analyze

a given network by decomposing it into a number of

single path sub-systems. These sub-systems are then

analyzed in isolation using our algorithm for

calculating the blocking probabilities in a single

path in a wavelength routing network [19]. The

individual solutions are appropriately combined to

form a solution for the overall network. This process

repeats until the blocking probabilities converge. Our

approach accounts for the correlation of both link

loads and link blocking events, giving accurate results

for a wide range of loads and network topologies. It

also allows non-uniform traf®c, in the sense that call

request arrival rates can vary for each source-

destination pair. Finally, our algorithms can compute

call blocking probabilities in a mesh network where

only a subset of arbitrarily selected nodes are capable

of wavelength conversion.

In this paper, we study the blocking performance of

several wavelength allocation policies for various

network topologies and traf®c patterns. Our main

results are as follows. First, we show that the most-

used and ®rst-®t policies have very similar call

blocking probabilities for all calls in a network,

regardless of the number of hops used by the calls.

Through numerical and simulation results we obtain

upper and lower bounds on the blocking probabilities

for two wavelength allocation policies that are most
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likely to be used in practice, namely, most-used and

®rst-®t allocation. These bounds are the blocking

probabilities obtained by the random wavelength

allocation policy with either no converters or with

converters at all nodes of the network. This result is

important since, for the random policy with or without

converters, ef®cient analytical solutions have been

developed for networks of large size. We also present

results which indicate that the call blocking prob-

abilities of the ®rst ®t and most-used policies is

similar to that of the random policy when a number of

converters is employed in the network. Overall, our

results contradict previous studies, which have only

concentrated on random wavelength allocation, and in

which it was suggested that sparse wavelength

conversion is bene®cial to wavelength routing net-

works. Although we have identi®ed regions of

operation where converters do offer signi®cant

bene®ts, the regions are characterized by very high

call blocking probabilities, and it is unlikely that

networks will be designed to operate in these regions.

In Section 2 we study a single path in a wavelength

routing network, and in Section 3 we consider both

regular and irregular mesh network topologies. We

conclude with a summary of our ®ndings in Section 4.

2 A Single Path of a Wavelength Routing
Network

We consider a single path of a wavelength routing

network, such as the k-hop path shown in Fig. 1. A k-

hop path consists of k � 1 nodes labeled 0; 1; . . . ; k,

and hop i; i � 1; . . . ; k, represents the link between

nodes iÿ 1 and i. (Unless noted otherwise, the terms

``hop'' and ``link'' will be used interchangeably.)

Each link in the path supports exactly W wavelengths,

and each node is capable of transmitting and receiving

on any of the W wavelengths. We assume that calls

arrive as a Poisson process. Let lij; j � i, denote the

arrival rate of calls that use hops i through j of the

path, i.e., calls that originate at node iÿ 1 and

terminate at node j. For instance, l22 is the arrival rate

of calls that only use hop 2 (that is, those arriving at

node 1 and leaving at node 2), while l12 is the arrival

rate of calls using hops 1 and 2 (refer to Fig. 1). If the

request can be satis®ed, an optical circuit is

established between the source and destination for

the duration of the call. Call holding times are

exponentially distributed with mean 1/m. Also, let

rij � lij=m denote the offered load of calls using hops

i through j.
We de®ne a ``segment'' of a k-hop path as a sub-

path consisting of one or more consecutive links of the

original path. We let nij, j � i, be a random variable

representing the number of calls using hops i through j
that are currently active. We also let fij; j � i, be a

random variable representing the number of wave-

lengths that are free on all hops i through j. We shall

see shortly that random variables nij and fij are part of

the state description of the Markov process corre-

sponding to the k-hop path.

Some of the nodes in the path can be equipped with

a wavelength converter. These nodes can switch an

incoming wavelength to an arbitrary outgoing

wavelength. If no wavelength converters are

employed in the path, a call can only be established

if the same wavelength is free on all the links used by

the call. This is known as the wavelength continuity

requirement, and it increases the probability of

blocking for calls using multiple hops. If a call

cannot be established due to lack of available

wavelengths, the call is blocked. On the other hand,

if a call can be accommodated, it is assigned one of

the wavelengths that are available on the links used by

the call. If there are multiple wavelengths available, a

Fig. 1. A k-hop path.
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wavelength allocation policy must be employed to

select a wavelength for the call. Different selection

policies lead to different call blocking probabilities. In

this paper we investigate the following four wave-

length allocation policies:

* Random allocation: a call is randomly assigned

to one of the wavelengths that are available on

all the links that will be used by the call. This

policy has been extensively studied in the

literature. As mentioned in the introduction,

we have developed approximate analytical

algorithms to evaluate the call blocking per-

formance for a single path and mesh topologies

[19,20].
* Most-used allocation: among the free wave-

lengths in the path, the one that is already in use

on the largest number of links in the network is

assigned to the call; ties are broken arbitrarily.

The objective of the policy is to keep more

wavelengths available for calls traveling over

long paths.
* Least-used allocation: among the free wave-

lengths in the path, the call is assigned to the one

that is currently used in the smallest number of

links in the network, with ties broken arbitrarily.

Intuitively, this policy results in ``wavelength

fragmentation,'' and leads to higher blocking

probability for calls traveling over long paths.
* First-®t allocation: the wavelengths on each link

are given labels in a ®xed order, and the call is

assigned to the wavelength with the smallest

label that is available on all the links it requires.

The objective of this allocation scheme is to

minimize wavelength fragmentation. As we

shall show later, its performance is very close

to that of the most-used policy, but it is easier to

implement since there is no need to maintain

information on the global use of wavelengths.

In a path with wavelength converters, each of the

above allocation policies is used in order to assign a

wavelength to the call within each segment of the path

whose starting and ending nodes are equipped with

converters. In addition to the above wavelength

allocation policies, we will also consider the

following case:

* All-converter paths: paths in which there are

converters at all nodes. In this case, a call can be

established as long as at least one wavelength

(not necessarily the same one) is free on each of

the links required by the call, in a manner similar

to conventional circuit-switching. Consequently,

wavelength allocation is not an issue under an

all-converter scenario, and all allocation poli-

cies, including the ones studied here, reduce to

random allocation within each link.

In our study, we will use six different traf®c load

patterns to compare the four wavelength allocation

policies against each other and against the all-

converter scenario. The six patterns are representative

of the wide range of loading situations that one

expects to encounter in practice. Figs. 2 and 3

illustrate the six traf®c patterns for a 10-hop path.

Speci®cally, the ®gures plot the load rl of each hop l,
l � 1; . . . ; 10, in the path, de®ned as the sum of the

offered loads rij; i � l � j, for all calls that use hop l,
for each load pattern. In the ``uniform'' pattern, all

hops are equally loaded. The ``bowl'' (respectively,

``inverted bowl'') pattern is such that the load

decreases (respectively, increases) from hop 1 to

hop 5, and then it increases (respectively, decreases)

from hop 6 to hop 10. These patterns are shown in Fig.

2. The ``ascending'' and ``descending'' patterns are

such that the load increases or decreases, respectively,

from hop 1 to hop 10. Finally, in the oscillating pattern

the load at each hop alternates between a low and a

high value. The last three load patterns are shown in

Fig. 3. To ensure that the results are comparable

across the different patterns, the load values were

chosen so that the total load (or, equivalently, the

average load per hop) is the same for all patterns.

2.1 Policy Comparison for 2-Hop Paths
We will ®rst study the blocking probabilities of the

wavelength allocation policies for 2-hop paths, as

shown in Fig. 4. The state space of these systems is

small enough so that we can obtain exact numerical

solutions for the call blocking probabilities.

2.1.1 Exact and Approximate Markov Processes
We have shown in [19] that the evolution of a 2-hop

path with random wavelength allocation can be

characterized by the four-dimensional Markov pro-

cess �n11; n12; n22; f12�. The ®rst three random

variables in the state description provide the number

of active calls between the three source-destination

pairs in the path, and the last random variable gives
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the number of wavelengths that are free on both links

of the path. The state transition diagram of this

Markov process is shown in Fig. 5 for W � 2

wavelengths, and it is straightforward to see that the

process is not time-reversible [19]. By modifying a

few of the transition rates of this process, we were

able to derive a time-reversible Markov process with

the same state space, which has a product-form

solution. If we let G(W) denote the normalizing

constant for a 2-hop path with W wavelengths per link,

the solution of the approximate Markov process is

given by [19]:

prandom�n11; n12; n22; f12�

� 1

G�W�
rn11

11 r
n12

12 r
n22

22

n11!n12!n22!

f11

f12

� �
n11

f22 ÿ f12

� �
n11 � f11

f22

� � �1�

where f11 � W ÿ n11 ÿ n12 and f22 � Wÿ n22 ÿ n12.

We have demonstrated in [19] that the blocking

probabilities obtained through the product-form

solution to the time-reversible Markov process are

very close to the blocking probabilities obtained

through the numerical solution to the original Markov

process for a wide range of traf®c loads.

Let us now consider the same 2-hop path with the

most-used wavelength allocation policy. This policy

can be modeled as a Markov process with the same

state description as the random policy case, i.e.,

�n11; n12; n22; f12�. The key difference is that, under

the most-used policy, if n114n22, then we know that

there is at least one wavelength that is used on hop 1

but not used on hop 2. Thus, an incoming call that uses

the second hop only will be assigned a wavelength

that is already in use on the ®rst hop, and will cause a

transition to state �n11; n12; n22 � 1; f12�; similarly for

n224n11 and incoming calls using only the ®rst hop.

Fig. 2. The ``bowl'', ``inverted bowl'', and ``uniform'' load patterns.
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(Under the random wavelength allocation policy, the

transition could be to either state �n11; n12; n22�
1; f12� or to state �n11; n12; n22 � 1; f12 ÿ 1� if the

number of free wavelengths on both hops f1240 and

one of these wavelengths is assigned to the call.)

The state transition diagram of the Markov process

for the most-used allocation policy is shown in Fig. 6

for a 2-hop path with W � 2 wavelengths. Again, it is

straightforward to verify that this Markov process is

not time-reversible. Comparing to Fig. 5, we note that

despite having the same state space, the two processes

differ in two ways. First, some of the transition rates

are different; for instance the transition rate from state

(0,0,1,1) to state (1,0,1,1) is equal to l11=2 for the

random allocation, but l11 for the most-used

allocation. Second, some of the transitions are missing

in the new Markov process. For example, there is a

transition from state (0,0,1,1) to state (1,0,1,0) under

random allocation in Fig. 5, but there is no such

transition in Fig. 6. Furthermore, since there is a

transition from state (1,0,1,0) to state (0,0,1,1) in Fig.

6, but no transition in the reverse direction, it is not

possible to obtain an approximate time-reversible

process by simply modifying some of the transition

rates, as we did for the random wavelength allocation

policy. Although we do not have an approximate

Fig. 3. The ``ascending'', ``descending'', and ``oscillating'' load patterns.

Fig. 4. A 2-hop path.
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Fig. 5. State space �n11; n12; n22; f12� of a 2-hop path with W � 2 wavelengths (random allocation).

Fig. 6. State space �n11; n12; n22; f12� of a 2-hop path with W � 2 wavelengths (most-used allocation).
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product-form solution for the most-used allocation

policy, the state space for a 2-hop path is small enough

so that the solution to the Markov process can be

obtained numerically for up to W � 20 wavelengths.

Based on similar arguments, it can be determined

that the least-used wavelength allocation policy can

also be modeled by a Markov process with the state

description �n11; n12; n22; f12�. The state transition

diagram for this process is shown in Fig. 7, and it

can be easily veri®ed that the process is not time-

reversible.

If a converter is placed at node 1 of the 2-hop path

shown in Fig. 4 (the only interesting possibility in this

case), the system becomes a 2-hop all-converter path,

and it can be described by the three-dimensional

Markov process �n11; n12; n22�. Random variable f12

becomes redundant because calls continuing on both

hops can now use any of the �W ÿ n12 ÿ n22�
available wavelengths on the second hop. It is well-

known that this Markov process has the closed-form

solution:

pcs�n11; n12; n22� �
1

G�W�
rn11

11

n11!

rn12

12

n12!

rn22

22

n22!
: �2�

In Fig. 8 we show the state space of a 2-hop all-

converter path with two wavelengths. Although this

path is described by the above 3-dimensional Markov

process, we include in the state description of Fig. 8

the random variable f12 to make it easier to compare to

Figs. 5±7. For instance, the fact that there are no

transitions into state (1,0,1,0) in the ®gure can be

explained by recalling that f12 � 0 (i.e., that no

wavelength is free on both links of the path) implies

that calls traversing both hops are blocked. However,

since exactly one wavelength is free on each hop

(even if it is not the same one), calls traversing both

hops cannot be blocked in the all-converter path, and

Fig. 7. State space �n11; n12; n22; f12� of a 2-hop path with W � 2 wavelengths (least-used allocation).
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the system will never enter state (1,0,1,0), but only

state (1,0,1,1).

The ®rst-®t wavelength allocation policy can be

modeled as a Markov process with W state variables

�l1; . . . ; lW�. Each random variable li corresponds to

one of the W wavelengths, and can take one of ®ve

values representing the status of wavelength i on the

two links of the path: 0, if the wavelength is free on

both links, 1, if it is free on the ®rst link and busy on

the second, 2, if it is busy on the ®rst link and free on

the second, 3, if the wavelength is used by two

different calls on each link, and 4, if it is used by a call

traversing both links of the path. The state space of

this Markov process is quite different than that in Fig.

5±8, and its states and transitions cannot be compared

to those of the previous Markov processes.

Furthermore, the size of the state space is in the

order of W5, too large to obtain a numerical solution

even for relatively small values of W. In view of this,

the blocking probabilities for this policy are obtained

by simulation only.

2.1.2 Numerical Comparisons
Let us ®rst consider the blocking probabilities of the

random, most-used, least-used, and all-converter

systems for calls traversing both links of the 2-hop

path. In Figs. 5 to 8, the blocking states for these

calls are those with f12 � 0, i.e., those states in

which neither of the two wavelengths is free on both

links. We also observe that, except for state (1,0,1,0)

at the bottom of each of the four ®gures, the

transitions (and transition rates) in and out of all

other blocking states are exactly the same for all

four wavelength allocation policies. Consequently,

we expect that the difference in the blocking

probability experienced by calls traversing both

links of the path under the different policies will

Fig. 8. State space �n11; n12; n22� of a 2-hop path with W � 2 wavelengths (all-converter).
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be mainly due to the steady-state probability of

blocking state (1,0,1,0).

Referring to Fig. 8, we note that the corresponding

Markov process never enters state (1,0,1,0). Thus, we

expect that calls traversing both hops will experience

the least blocking probability in an all-converter path.

In Fig. 6 (most-used policy) we note that there are two

transitions into state (1,0,1,0), and four transitions out

of it. The blocking probability will be higher under

this policy compared to the all-converter case. The

Markov process in Fig. 5 (random policy) has two

additional transitions into state (1,0,1,0) from states

(0,0,1,1) and (1,0,0,1) with rates l11=2 and l22=2,

respectively. Therefore, the blocking probability of

these calls under the random policy will be higher

than under the most-used policy. Finally, the Markov

process in Fig. 7 (least-used policy) has the same

transitions as the one in Fig. 5, but the transition rates

into state (1,0,1,0) from states (0,0,1,1) and (1,0,0,1)

are l11 and l22, respectively. Therefore, we expect

that these calls will experience the highest blocking

probability under the least-used policy.

We now note that the lower the blocking probability

for calls traversing both hops, the larger the number of

such calls accepted, and the larger the number of

wavelengths they occupy, thus leaving fewer wave-

lengths available for calls using a single link (either

the ®rst or the second) of the path. Hence, we expect

that the behavior of the four policies in terms of the

blocking probability of calls using a single link of the

path will be exactly the opposite of what was

discussed above. Speci®cally, we expect the least-

used policy to provide the lowest blocking probability

for these calls, followed by the random, the most-

used, and the all-converter policies, in that order.

The above conclusions, derived by direct compar-

ison of the states of the Markov processes, are in

agreement with intuition. We have con®rmed these

conclusions by numerically comparing the blocking

probabilities of the various policies for 128 different

Fig. 9. Policy comparison, 2-hop path, uniform traf®c pattern.
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load values and load scenarios similar to Figs. 2 and 3.

Figs. 9 and 10 show results for two cases

corresponding to a uniform and descending load

pattern, respectively (see the patterns in Figs. 2 and 3)

and for W � 10 wavelengths. More speci®cally, the

arrival rates (refer also to Fig. 4) used to obtain the

results in Fig. 9 were l11 � 0:2, l12 � 0:1, l22 � 0:2,

while for the results in Fig. 10 we used l11 � 3:0,

l12 � 2:0, l22 � 2:0. In both Figs. we plot the

blocking probability for the three types of calls,

namely, calls using the ®rst hop only (label ``hop 1''

in the x-axis of the ®gures), calls using the second hop

only (label ``hop 2''), and calls using both hops (label

``both hops''). We ®rst note that the results are

affected by the traf®c pattern used. For instance, under

uniform loading (Fig. 9), calls using the ®rst hop only

experience the same blocking probability as calls

using the second hop only, while in the descending

pattern (Fig. 10), due to the lower load offered to the

second hop, the latter calls experience a much lower

blocking probability for all four policies. More

importantly, the relative values of the blocking

probabilities for the four policies are also consistent

with our discussion above. Very similar results have

been obtained for all 128 different load values that we

have studied.

Finally, in Fig. 11 we compare the most-used and

®rst-®t policies for the same arrival rates as those used

for Fig. 10. As before, the blocking probabilities of the

most-used policy were obtained through a numerical

solution to the corresponding Markov process, while

the values for the ®rst-®t policy were obtained through

simulation. We observe that the blocking probabilities

of the ®rst-®t policy are almost identical to those of

the most-used policy for all three types of calls. This

result can be explained by noting that both policies

attempt to maximize the number of wavelengths that

are available for calls that use both hops of the 2-hop

path by reducing the ``fragmentation'' of the set of

wavelengths. The most-used policy assigns to an

Fig. 10. Policy comparison, 2-hop path, descending traf®c pattern.
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incoming call that requires a single hop of the path a

wavelength that is already used on the other hop, if

such a wavelength exists. On the other hand, the ®rst-

®t policy attempts to achieve the same goal by

searching the set of wavelengths in a ®xed order, thus

increasing the chances that a wavelength used on a

single hop will be assigned to an incoming call using

the other hop. As can be seen from Fig. 11, the most-

used policy is slightly better, but overall the blocking

probability values of the two policies are very close.

Similar results have been obtained for all 128 traf®c

loads that we have studied.

2.2 Policy Comparisons for Longer Paths
Consider a k-hop path, k42, with the random

wavelength allocation policy. Paths consisting of

four links or less can be analyzed approximately by

solving the corresponding time-reversible Markov

process. For instance, a 3-hop path can be modeled by

the 9-dimensional Markov process �n11; n12; n13; n22;
n23; n33; f12; f13; f23� whose solution can be written

down as a straightforward generalization of expres-

sion (1). Paths longer than four hops are analyzed

using the iterative decomposition algorithm in [19] to

obtain the call blocking probabilities. The analytical

techniques developed in [19] are both accurate and

ef®cient, and can be used when the path employs

converters at nodes arbitrarily chosen. When all nodes

in a k-hop path employ converters (the all-converter

case), the call blocking probabilities can be also

obtained by using a straightforward generalization of

expression (2). For very large k, when the computation

of the normalizing constant becomes computationally

expensive, a decomposition algorithm similar to the

one in [19] can be used.

Let us now consider the most-used wavelength

allocation policy. It is relatively easy to derive an

exact Markov process to model a k-hop path, k42.

Fig. 11. Most-used vs. ®rst-®t allocation, 2-hop path, descending traf®c pattern.
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However, the number of random variables in the state

description of the process for a k-hop path, k42,

grows very large, and therefore it is dif®cult to obtain

the call blocking probabilities numerically by directly

solving the exact Markov process. Furthermore,

developing an iterative algorithm for analyzing long

paths by decomposing them into 2-hop path sub-

systems which can be solved in isolation, similar to

the algorithm developed for the random policy in [19],

has turned out to be a dif®cult task. For such an

algorithm, it is crucial to have an accurate estimate of

the blocking probability due to the wavelength

continuity requirement for calls traversing more than

one sub-system. Since the different wavelengths are

not equally utilized, as under random allocation, it is

dif®cult to derive an approximate expression for

blocking due to the wavelength continuity require-

ment that is accurate for a wide range of loads. In view

of all these, the results presented in this section for the

most-used policy have been obtained by simulation.

For similar reasons, we have used simulation to

obtain the call blocking probabilities for paths with

the least-used and ®rst-®t wavelength allocation

policies. (While approximate analytical techniques

based on over¯ow traf®c have been developed for the

®rst-®t policy in [12,14], these techniques are

inaccurate since the link blocking events are taken

to be independent, an assumption that is not true over

a wide range of traf®c loads.) Since the 95%

con®dence intervals are very tight, to increase the

readability, we have decided not to plot them along

with the simulation results.

2.2.1 Numerical Comparisons
In this section we present results for 6-hop and 10-hop

paths, since the length of these paths (in hops) is

representative for future backbone wavelength

Fig. 12. Policy comparison, 6-hop path, uniform traf®c pattern.
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Fig. 13. Policy comparison, 6-hop path, bowl traf®c pattern.

Fig. 14. Most-used vs. ®rst-®t allocation, 6-hop path, descending traf®c pattern.
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Fig. 15. First-®t policy vs. random policy with converters, 6-hop path, bowl traf®c pattern.

Fig. 16. Policy comparison, 10-hop path, inverted bowl traf®c pattern.
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Fig. 18. Policy comparison, 10-hop path, ascending traf®c pattern.

Fig. 17. Policy comparison, 10-hop path, oscillating traf®c pattern.
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Fig. 20. First-®t policy vs. random policy with converters, 10-hop path, descending traf®c pattern.

Fig. 19. Most-used vs. ®rst-®t allocation, 10-hop path, bowl traf®c pattern.
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routing networks. Figs. 12 to 15 correspond to a 6-hop

path, and Figs. 16 to 20 are for a 10-hop path.

In Figs. 12 and 13 we compare the blocking

probabilities for the four policies (random, most-used,

least-used, and all-converter) under the uniform and

bowl traf®c patterns, respectively. In both ®gures we

plot the blocking probability for the twenty one

different types of calls in a 6-hop path, numbered 1

through 21 on the x-axis. The calls have been

numbered so that numbers 1 through 6 correspond

to calls that traverse only a single hop in the path, that

is x � 1 is for calls using hop 1, x � 2 for calls using

hop 2, etc. Numbers 7 to 11 on the x-axis correspond

to calls that traverse exactly two hops in the path, that

is x � 7 is for calls traversing hops 1 and 2, etc.

Numbers 12 to 15 on the x-axis correspond to calls

traversing exactly three hops, and so on.

From Figs. 12 and 13 we observe that the relative

behavior of the four policies is similar to that shown in

Figs. 9 and 10 despite the fact that the traf®c patterns

in these ®gures are very different. Speci®cally, for

calls using one or two hops (calls one through eleven

in the ®gures), the least-used policy provides the

lowest blocking probability, followed by the random

policy, the most-used policy, and the all-converter

case. However, for calls traversing three or more hops,

the situation is reversed. The same behavior was

observed for other traf®c patterns and paths of

different length. We also note that, under the least-

used policy, the blocking probability of calls using

multiple hops increases signi®cantly, and that the

average blocking probability over all calls is higher

than other policies. Therefore, we will not consider

the least-used policy any further.

In Fig. 14 we compare the most-used and ®rst-®t

policies for a 6-hop path assuming a descending traf®c

pattern. Again, as in Fig. 11, we ®nd that the two

policies give almost identical blocking probabilities,

not only for the end-to-end call, but for all calls,

regardless of the number of hops used by the calls.

Very similar results have been obtained for all traf®c

patterns studied. Therefore, in the rest of the paper we

will concentrate on the ®rst-®t policy, since its

implementation does not require that the network

nodes maintain information about the global use of

wavelengths. Using simulation results we will show

that the values of the blocking probabilities obtained

with this policy are bounded by the blocking

probability values obtained by the random policy

without converters and the all-converter case (i.e., the

random policy with converters at all nodes of a path).

Also, we will demonstrate that, for calls traversing

multiple hops, the gain (in terms of reduction in the

blocking probabilities) obtained by employing the

®rst-®t instead of the random policy is roughly

equivalent to using the random policy and deploying

converters in the network.

In Fig. 15 we compare the blocking probabilities of

a 6-hop path obtained using the ®rst-®t policy to the

random policy with no converters, the random policy

and one converter at node 3, and the all-converter case

(i.e., the random policy and a converter at each node).

As we can see, the ®rst-®t policy has an effect similar

to that of using the random policy and employing a

converter in the path. This is a general result that has

been observed for a wide range of traf®c loads, and

will be discussed below in more detail.

Figs. 16 to 20 present results for a 10-hop path and

various traf®c patterns. In Figs. 16 to 18 we compare

the ®rst-®t policy to the random (no converters) and

all-converter cases for the inverter bowl, oscillating,

and ascending traf®c patterns, respectively. Two

interesting observations can be made from these

three ®gures. First, the blocking probability values of

the ®rst-®t policy are always between the corre-

sponding values of the random and all-converter

cases. In other words, the blocking probability values

under the random and all-converter cases provide

lower and upper bounds for the blocking performance

of the ®rst-®t policy. Note that the random policy

provides a lower bound for calls using one or two

hops, and an upper bound for calls traversing three or

more hops; the reverse is true for the all-converter

path. Second, it appears that the ®rst-®t policy is quite

effective in reducing the blocking probability of calls

traveling over multiple hops (which are the ones that

experience the highest blocking probability under the

random policy) close to the level of the all-converter

case.

In Fig. 19 we compare the ®rst-®t to the most-used

policy for the descending traf®c pattern. As before,

the blocking probability values of the two policies

match for all types of calls. Finally, in Fig. 20 we

attempt to quantify the effect of the ®rst-®t policy in

terms of ``number of converters.'' Speci®cally, we

plot the blocking probability values for the ®rst-®t

policy as well as those of a random policy with either

three or ®ve converters. The converters are placed at

nodes in a way that minimizes the blocking

probability of calls traveling over all 10-hops, using
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the techniques developed in [19]. Note that, by

employing converters at some of the nodes, the

blocking probability of calls traversing multiple hops

improves, since converters reduce the requirement

that the same wavelength be used on all hops of the

path taken by the call. However, this improvement is

at the expense of calls using a single hop, which now

experience higher blocking probability. As we can

see, the effect of using the ®rst-®t policy in place of

the random policy has an effect similar to employing

converters.

3 Mesh Wavelength Routing Networks

In this section we compare further the effects of the

®rst-®t policy to the random policy with converters,

by studying two network topologies: a regular 565

torus network, and the NSFNET irregular topology.

3.1 The 535 Torus Network
We consider the 565 torus network shown in Fig. 21,

with W � 10 wavelengths per link. Since there are

600 source-destination pairs in this network, it is

impossible to present numerical results for all of them.

We present, therefore, the call blocking probabilities

for only 24 different source-destination pairs, namely,

those with node 1 as the source. Because of the regular

topology, the selected pairs are a representative

sample of the various source-destination pairs.

Similar to previous ®gures, the source-destination

pairs have been labeled such that numbers 1 through 4

correspond to pairs for which a 1-hop path is used,

numbers 5 to 12 correspond to pairs for which a 2-hop

path is used, and so on, as shown in Table 1.

In our study we have used two traf®c patterns. For

the ®rst pattern, the call arrival rates were selected

such that

lsd �

0:4; if the length of the path from s to d is 1

0:3; if the length of the path from s to d is 2

0:2; if the length of the path from s to d is 3

0:1; if the length of the path from s to d is 4

8>>><>>>: : �3�

This selection of arrival rates was intended to capture

the locality of traf®c that has been observed in many

networks. The utilization of each link in the network

for these arrival rates is in the range �3:140; 3:144�.
The tight range of link utilizations can be explained by

the fact that both the topology and the traf®c load are

symmetric. For the second pattern (which we will

refer to as the random pattern), each arrival rate lsd

Fig. 21. The 565 bidirectional mesh torus network.
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was selected from a uniform distribution in the range

(0.1, 0.4).

In Fig. 22 we compare the blocking probabilities

obtained through the most-used and ®rst-®t policies

for the pattern based on locality of traf®c. From the

®gure, we observe that calls using a single hop (labels

1 to 4 in the ®gure) experience the lowest blocking

probability, calls traveling over two hops have the

next lowest blocking probability, and so on. (The fact

that the blocking probability values are almost the

same for all calls using the same number of hops is

due to the symmetry of both the topology and the

traf®c pattern.) We also see that the two policies result

in almost identical blocking probability values for all

Table 1. Selected source-destination pairs for the torus network.

Pair (1,2) (1,5) (1,6) (1,21) (1,3) (1,4) (1,7) (1,10)

Label 1 2 3 4 5 6 7 8

Shortest Path Length 1 1 1 1 2 2 2 2

Pair (1,11) (1,16) (1,22) (1,25) (1,8) (1,9) (1,12) (1,15)

Label 9 10 11 12 13 14 15 16

Shortest Path Length 2 2 2 2 3 3 3 3

Pair (1,17) (1,20) (1,23) (1,24) (1,13) (1,14) (1,18) (1,19)

Label 17 18 19 20 21 22 23 24

Shortest Path Length 3 3 3 3 4 4 4 4

Fig. 22. Most-used vs. ®rst-®t allocation, 565 torus network, traf®c pattern based on locality.
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calls, further con®rming our claim that the (simpler)

®rst-®t policy can be used as a quite accurate

approximation of the most-used policy. Similar

results, not shown here, have been obtained for the

random traf®c pattern.

In Figs. 23 and 24, we compare the ®rst-®t policy to

the random policy with no converters and the all-

converter case, under the two traf®c patterns. It is

clear from both ®gures that the blocking probability

values for the ®rst-®t policy fall between those for the

other two cases, a behavior which is consistent with

our earlier results on single paths. However, there is

also an important difference in the two ®gures. The

®rst-®t policy appears to have a signi®cant effect for

the traf®c pattern based on locality (Fig. 23), in that

the blocking probability values for calls using

multiple hops drops signi®cantly from the corre-

sponding values under the random policy with no

converters. This effect, however, is less pronounced in

Fig. 24 for the random traf®c pattern. This difference

can be explained by noting that the values of the

blocking probability for calls 13 and higher in Fig. 24

are more than 0.1, about an order of magnitude higher

than the values for the corresponding calls in Fig. 23.

At such high values, not many wavelengths are

available for these calls, and as a result, the actual

wavelength allocation policy used will have little

effect on the blocking probability. It is at these high

blocking probability values that using converters at all

nodes (the all-converter case) will help. However, it is

unlikely that realistic networks will be designed to

operate in this region.

In Figs. 25 and 26 we compare the ®rst-®t policy to

the random policy with 4 and 12 converters employed

in the torus network (note that these values correspond

to 16% and 48%, respectively, of the network nodes

having converters). As can be seen using the ®rst-®t

policy is roughly equivalent to employing a sig-

ni®cant number of converters in the network. Another

important observation is that the converters introduce

an uneven effect on the blocking probabilities of the

various calls. Speci®cally, calls whose path includes a

converter experience a rather dramatic drop in the

blocking probability. However, the effect of con-

verters on the blocking probability of other calls is

considerably smaller. The ®rst-®t policy, on the other

Fig. 23. Policy comparison, 565 torus network, traf®c pattern based on locality.
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Fig. 24. Policy comparison, 565 torus network, random traf®c pattern.

Fig. 25. First-®t policy vs. random policy with converters, 565 torus network, pattern based on locality.
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hand, decreases evenly the blocking probability for

calls traveling over long paths. This result is evident

not only in Figs. 25 and 26 but in the results for the 6-

hop and 10-hop paths, as well as for the NSFNET

discussed next.

3.2 The NSFNET Topology
We have also considered a realistic example of a

backbone network with an irregular topology, namely,

the NSFNET shown in Fig. 27. Since we used the

traf®c data reported in [5], following that study, we

have also augmented the 14-node NSFNET topology

with two ®ctitious nodes, nodes 1 and 16 in Fig. 27, to

capture the effect of NSFNET's connections to

Canada's communication network, CA*net. The

resulting topology consists of 16 nodes and a total

of 240 source-destination pairs. As in the previous

subsection, we only present detailed results for the

blocking probabilities of only a small number of calls,

those involving nodes along the path

(3,5,6,7,9,12,15,16). (We note, however, that the

shortest path used by some of these calls is not a

sub-path of (3,5,6,7,9,12,15,16); for instance, the

shortest path for calls between nodes 3 and 15 is

(3,5,11,15).) There are 28 source-destination pairs in

this path, and in Figs. 28 to 32 they have been labeled

so that numbers 1 to 7 refer to pairs one-hop paths,

numbers 8 to 15 correspond to pairs with two-hop

paths, etc. (refer to Table 2).

We have used two different traf®c patterns with the

NSFNET topology. The ®rst traf®c pattern is similar

to one of the two patterns used with the torus network.

Speci®cally, the arrival rate lsd for a source-

destination pair (s,d) is given

lsd �

0:5; if the length of the path from s to d is 1

0:4; if the length of the path from s to d is 2

0:3; if the length of the path from s to d is 3

0:2; if the length of the path from s to d is 4

8>>><>>>: : �4�

The second traf®c pattern was designed to re¯ect

actual traf®c statistics collected on the NSFNET

backbone network, as reported in the traf®c matrix in

Fig. 26. First-®t policy vs. random policy with converters, 565 torus network, random traf®c pattern.
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Fig. 28. Most-used vs. ®rst-®t allocation, NSFNET, pattern based on actual traf®c.

Fig. 27. The NSFNET topology.

Y. Zhu, G. Rouskas, H. Perros/A Comparison of Allocation Policies290



Fig. 29. Policy comparison, NSFNET, traf®c pattern based on locality.

Fig. 30. Policy comparison, NSFNET, pattern based on actual traf®c.
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Fig. 31. First-®t policy vs. random policy with converters, NSFNET, traf®c pattern based on locality.

Fig. 32. First-®t policy vs. random policy with converters, NSFNET, pattern based on actual traf®c.
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[5, Fig. 6]. The data in this traf®c matrix represent the

measured number of bytes transferred between two

nodes in the NSFNET backbone within a certain 15-

minute interval. Clearly, this data, collected over a

packet-switched network, cannot be directly applied

to a circuit-switched wavelength routing network,

such as the one considered in this work. However, our

intention is simply to capture the relative traf®c

demands among the different source-destination pairs.

To this end, we ®rst divided the entries of the matrix in

[5, Fig. 6] by the link capacity (T3 links) to obtain the

``offered load'' rsd per source-destination pair. Since

the resulting values were too small, we multiplied

them by a constant to obtain reasonable values for the

offered load. Then, assuming that all calls have a

mean holding time 1=m � 1, the offered load values

become the arrival rates lsd used in the experiments.

As a result, the relative values of these arrival rates

re¯ect the relative traf®c requirements among the

different source-destination pairs according to the

speci®c traf®c pattern reported in [5].

Our results are presented in Figs. 28 to 32. Fig. 28

compares the ®rst-®t to the most-used policies. Figs.

29 and 30 demonstrate that the random and all-

converter cases provide upper and lower bounds on

the performance of the ®rst-®t policy, and Figs. 31 and

32 attempt to quantify the effect of the ®rst-®t policy

in terms of the number of converters. The converters

were placed in the network using the optimization

techniques in [20]. The overall behavior of the graphs

shown in these ®gures is very similar to that discussed

earlier for the torus network and the single path case,

indicating that our observations and conclusions are

valid for a wide range of network topologies and

traf®c patterns.

4 Concluding Remarks

We have studied the blocking performance of several

wavelength allocation policies for various single path

and network topologies and under various traf®c

patterns. Our conclusions can be summarized as

follows:

* We have shown that the most-used and ®rst-®t

policies have very similar call blocking prob-

abilities for all calls in a network, regardless of

the number of hops used by the calls. The two

policies tend to favor calls using long paths at

the expense of calls using short paths. This is a

desirable feature, since calls traversing multiple

hops experience higher blocking probability.

However, the most-used policy requires that

the network nodes exchange information about

the network-wide usage of wavelengths, while

the ®rst-®t policy only relies on a ®xed ordering

of wavelengths, thus making it signi®cantly

easier to implement.
* We have also demonstrated that the random

policy without converters and with converters at

all nodes provide lower and upper bounds on the

call blocking probability under the ®rst-®t (or

most-used) policy. Speci®cally, for calls using

one or two hops, the random policy without

converters provides a lower bound and the all-

converter case provides an upper bound, while

for calls using longer paths the bounds are

reversed.
* We have presented results which indicate that

the call blocking probabilities under the ®rst-®t

policy are similar to that under the random

Table 2. Selected source-destination pairs for the NSFNET topology.

Pair (5,6) (15,16) (6,7) (12,15) (9,12) (7,9) (3,5) (5,15) (5,7) (6,9)

Label 1 2 3 4 5 6 7 8 9 10

Shortest

Path Length 1 1 1 1 1 1 1 2 2 2

Pair (12,16) (9,15) (7,12) (3,6) (3,9) (5,16) (5,12) (5,9) (6,15) (6,12)

Label 11 12 13 14 15 16 17 18 19 20

Shortest

Path Length 2 2 2 2 2 3 3 3 3 3

Pair (9,16) (7,15) (3,15) (3,12) (3,7) (6,16) (7,16) (3,16)

Label 21 22 23 24 25 26 27 28

Shortest

Path Length 3 3 3 3 3 4 4 4
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policy but employing a number of converters

(between 15% to 50% of the number of nodes)

in the network. More importantly, in most cases,

introducing the ®rst-®t policy results in a

decrease in the blocking probability of calls

traveling over multiple hops to a level very close

to the blocking probability experienced under

the all-converter case. Note that, in terms of

implementation, there is no signi®cant differ-

ence between the ®rst-®t and random policies.

Consequently, the gains obtained by employing

specialized (and expensive) hardware can be

realized by making more intelligent choices in

software.
* It also appears that the bene®ts of the ®rst-®t

policy diminish at high loads (blocking prob-

ability values of 0.1 or more). It is in these

situations that employing converters would

bene®t calls traversing a large number of hops.

However, the number of converters to be

employed in this case must be very large, close

to the number of nodes in the network, and even

if all nodes contain converters the blocking

probability will remain at (reduced but) high

levels. Since it is unlikely that future wavelength

routing networks will be designed to operate

with such high call blocking probabilities,

attempting to reduce the call blocking probabil-

ities in this case may not be of practical

importance.

Overall, our results appear to contradict previous

studies which have indicated that ``sparse'' wave-

length conversion capabilities (i.e., selective

placement of converters in a subset of network

nodes) will be bene®cial to wavelength routing

networks. Those studies measured the improvement

obtained by employing converters in conjunction only

with the random wavelength allocation policy. We

have shown that an equivalent improvement can be

achieved merely by using appropriate allocation

policies such as ®rst-®t or most-used.
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