
  Department of Computer Science 

Open Marketplace and Service Orchestration 
for Virtual Optical Networks 

 
Shireesh Bhat, George N. Rouskas 

1 



  Department of Computer Science 

Analogy: Google Flight Planner  



  Department of Computer Science 

Outline 
 
•  A Marketplace for Network Services 

o  ChoiceNet Architecture 
o  Marketplace and Planner 

•  Service Orchestration 
o  NFV Model and Optical Network Context 
o  P2MP Shortest Path Tour Problem 

3 



Ec
on

om
y	
Pl
an
e	

Co
nt
ro
l	P
la
ne

	
Da

ta
	P
la
ne

	

Marketplace	

A
D
V
E
R
T
I
S
E
M
E
N
T	

Payment	
Infrastructure	
Service	Negotiation	

&	Payment	
R
E
P
U
T
A
T
I
O
N	

PLANNER	

P
R
O
T
O
C
O
L	
S
T
A
C
K	

P
A
T
H	

I
N	
N
E
T
W
O
R
K	

Verification	
Infrastructure	

Provisioning	
Infrastructure	

Transaction	–	
Token	Interface	

In-force	
Contracts	

Service	Purchase	
Proofs	with	
Timestamp	

Service	
Infrastructure	

Router	/	
Middlebox	/	Stub	

Network	/		
Virtual	Service	

ChoiceNet Marketplace for Network Services 



Ec
on

om
y	
Pl
an
e	

Co
nt
ro
l	P
la
ne

	
Da

ta
	P
la
ne

	

Payment	
Infrastructure	

PLANNER	

Provisioning	
Infrastructure	

Service	
Infrastructure	

USER	

Service	
Provider	

In-force	
Contracts	

Active	Advertisement	
Repository	

MARKETPLACE	

Payment	Infrastructure	

9.	Withdraw	Service	(optional)	

1.	Purchase	Listing	

3.	Search	for	Matching	Service(s)	
or	lookup	a	Planner	

7.	Purchase	

Verification	
Infrastructure	

4.	Find	Plans	

2.	Advertise	Service	

5.	Search	 6.	Composed	Service(s)	

8.	Purchase	Proof	

10.	Provision	

High Level Interaction 



  Department of Computer Science 

    Semantically Enriched Service Ads 

6 

II. MARKETPLACE AND GRAPH MODEL

The ChoiceNet Marketplace [6] consists of Service ad-
vertisements, which are used by the Planner to construct a
graph while finding a list of composed services to satisfy the
user request. In this section we define the role of semantics
language in the workings of a Planner, and also highlight
how it encourages competition in the Marketplace, among the
various service providers, and how it is advantageous to the
service users.

A. ChoiceNet Semantics Language (CSL)

CSL helps define a service advertisement and the user
requirement, the essential pieces in the working of the Planner.
The extensible CSL schema/vocabulary enables building a
consensus between the entities interacting with the Market-
place. This schema/vocabulary may be managed by a regulated
and widely accepted authority such as the Internet Assigned
Numbers Authority (IANA), which enforces the vocabulary’s

syntax and semantics. The attributes are fully specified using
the triple: (attribute name, attribute value, vocabulary loca-
tion), the attribute name and value are defined in the context
of the vocabulary whose location is specified in the last part
of the triple. The service advertisement and requirement are
illustrated in Figure 1. The attributes which make up the CSL
are described below:

• Service Overview: The service name and description
mentions in brief the service being advertised.

• Address: The source and destination addresses along
with the addressing schemes are used for specifying the
location(s), where the service is being offered. The values
for the address fields are specified using a set consisting
of host or network (range) addresses.

• Format: The source and destination formats along with
the format schemes (types) are used for specifying the
handling of application data. The values for the format
fields are specified using the set syntax.

• Consideration: The consideration attribute denotes the
cost of purchasing or spending ability for a service
advertisement and requirement respectively.

• Provisioning: The provisioning field has information on
using the service post purchase.

• Purchase: The purchase portal has details of the site,
where the consideration amount needs to paid for pur-
chasing the service.

• Alternatives: The number of composed services expected
by the user is specified in the requirement using K.

The list of attributes mentioned above provides the nec-
essary information for composing a network service. The
service advertisement and requirement can be extended to
accommodate services which need more attributes to describe
the service. The extension would require changes in the
composition algorithm for new attributes to be considered
while finding alternative composed services matching the user
requirement but the underlying design and principle would still
remain the same.

Fig. 1: Service Advertisement and Requirement Schema

B. Functionality

The objective of CSL and the purpose of the fields which
makeup the service advertisement and requirement are de-
scribed below:

1) Layer Abstraction: Since we are dealing with network
services it becomes important to state the layer at which a
particular service is being provided. We use a layering abstrac-
tion which is realized using the address type and format type
fields of the service advertisement. In this work we classify
network services, which offer routing, as path services, which
are realized at layer 2 of the TCP/IP protocol architecture and
the remaining services, as being realized at layer 2 or above
of the TCP/IP protocol architecture. The layering abstraction
enables us to extend this work to realize services at layer 1 of
the TCP/IP protocol architecture or to any other architecture
which follows the layering model.

2) Address Decode: While interpreting a service advertise-
ment/requirement if the “SRC” and “DEST” addresses are
different and the format fields are identical, we interpret this
as a path service. If the address fields are identical and the
format fields are different, or if both the address fields and the
format fields are different then we interpret this as a non-path
service.

3) Format Decode: The format schema is used to specify
the functionality of the data plane service with respect to how
it treats the user data. To define path services, we support wild
card formats to represent them. While interpreting a service
advertisement if the “SRC” and “DEST” formats are different
we interpret that this service either modifies/stores/analyzes
the data, if they are identical then we interpret that this may
be a path service. If the “SRC” and “DEST” formats have
wild card formats then we are dealing with a routing service
which transports any data, else we are dealing with a routing
service which transports data selectively. In this work, we use
formats to refer to the data at the application layer of the
TCP/IP architecture.



  Department of Computer Science 

     ChoiceNet Demo Topology 

7 

Fig. 1. ChoiceNet Demo Topology

allowing the user to quickly begin using their paid service.
Bitcoin transactions can not be cancelled after being initiated,
which is why the presence of a shared Transaction ID is
sufficient for confirming the user’s intent in making payment.
Mishandled payment transactions requires the customer to
communicate with the recipient for a refund. On the other
hand, the integrated PayPal service requires the vendor to
first confirm the purchase within a PayPal portal before the
funds are transferred into their account. This additional step
adds a degree of delay for users paying with this method,
before a service token can be provided. Mishandled payment
transactions can be mitigated using PayPal’s internal service.

III. DEMO OVERVIEW

Our prototype contains a deployment that fully realizes the
formation of an “Economy Plane” contract and allows for
the propagation of data within that contract’s “Data Plane”
resources, after a contract has been finalized. This prototype
also allowed the verification of composition service. The
prototype consisted of four service providers, a Marketplace,
customer, and a third-party content server. Among the service
providers, a single provider is solely providing a composition
(planner) service, while the remaining providers demonstrate
network providers offering pathlet services. An intermediate
network service provider also offers transformation services,
specifically substring-specific payload modification and packet
logging. The topology for this deployment is illustrated in
Figure 1. The goal for this deployment is to both validate
that through using the current set of ChoiceNet Interactions, a
customer could successfully send traffic through the network
service providers to a connected content server and verify that
our composition service could compile feasible service recipe
with the given information in the Marketplace. To demonstrate
the efficacy of the prototype, it is deployed on GENI with each
of its entity and data plane resources within separate virtual
machines.

In this demo, we present a scenario in which a customer is
interested in accessing a content service but no individual ser-
vice offering within the Marketplace can satisfy this require-
ment. The customer contacts a third-party Planner provider to

discover if a composition of advertised service offerings can
be made using the advertised services within the Marketplace.
Several service composition recipes are compiled, priced, and
presented to the customer for their choosing. Using this recipe
the customer may begin purchasing each individual service
from their respective providers.

Each network provider has a programmable Software De-
fined Network (SDN) switch, specifically LINC, attached that
allows granular control over the network using an out-of-
band third party controller software. When a customer sends a
valid request to activate the provisioning of their service, the
provider’s economy plane agent sends the firewall specification
(along with the valid token) to the SDN controller. The firewall
specification describes some header parameters about the
customer’s traffic such as IP address. The controller assesses
the specification and adds a corresponding OpenFlow rule
based on the content of the specification. The time span of the
rule is based on the expiration value of the token. The service
provider offering a transformation service uses a simpler ver-
sion of the External Processing Box (EPB) (discussed in detail
in [7]) to perform the substring-specific payload modification
and packet logging. Service providers advertise their suite
of services within the Marketplace for customer to discover
and potentially purchase. In this demo, we demonstrate an
end-to-end scenario which uses a combination of contrasting
services; pure transit services, transit services with payload
modification, transit services with packet logging, and a transit
service with both payload modification and packet logging.

By default traffic sent to a network service provider’s “Data
Plane” network prior to purchasing the service, are dropped
by the network. Only after this interaction is successful and
a firewall specification is supplied that appropriately matches
the customer’s traffic headers, will the traffic be allowed to
traverse the provider’s network.
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Optical Network Context 
 
•  Sophisticated Programmable Devices 

o  Optical monitors and sensors 
o  Variable optical attenuators 
o  Bandwidth-variable transponders 
o  Amplifiers and impairment compensation devices 
o  ROADMs 
o  Flexible spectrum selective switches 
o  Optical splitters 
o  … 
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Service Orchestration on NFV Graph 
 
•  Topology is superset of VN topologies 
•  Nodes/Edges represent virtual entities 

o  Multiple virtual nodes per physical node 
o  Parallel edges 

 
 

Large graphs à scalable algorithms 
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Service Orchestration: Shortest Path Tour 
Problem (SPTP)  
Given 

•  a graph G = {N, E}  
•  a source s and destination d 
•  K non-empty ordered node sets S1, S2, . . . , SK, such 

that Si ⊂ N 
 
find the shortest path from s to d such that the path visits 
one node ni ∈ Si of every set Si, i = 1, . . . ,K, in the given 
order, i.e., n1, n2, . . . , nK. 
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P2MP-SPTP: Results 
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Thank You! 


