Network Virtualization is one of the technologies with the potential to reshape the Internet architecture and introduce diversity into the current networks. Thanks to its perceived ability to overcome Internet ossification problem, a situation where innovation to the current Internet is almost impossible to achieve, network virtualization is seen as one of the most promising solutions to the next generation networks.

With the help of virtualization technologies, network services can be decoupled from the underlying infrastructures. Moreover, virtualization makes it possible for different network architectures and services to cohabit on the same infrastructure. In this context, how to allocate the resource from the physical networks remains a challenge. In this work, we address the problem on how to effectively allocate resources in the virtual network environment, which is crucial for the network performance.

As the first step of our work, we address the virtual network request partitioning problem. We consider a network-aware partition where the objective is to partition a network request while minimizing the traffic crossing different clusters. We address this problem as a clustering problem in eigenspace, whose Euclidean distance reflects the traffic intensity. Hence, the clustering result implies a partitioning of the virtual network request that minimizes inter-domain traffic.

Because network request may not remain static and will evolve over time, as a next step, we address the virtual request reconfiguration problem. To solve the reconfiguration problem, we presented an algorithm that will help to achieve load balancing by migrating part of the virtual nodes and virtual links.

In a virtual network environment, another crucial problem is the Network Function Virtualization, where the service request is the user traffic that needs to be processed by a series of virtual network functionalities, such as firewalls, load balancer, in a given order. One of the key challenges in realizing Network Function Virtualization is the service chain routing problem where the traffic must traverse various components instantiated on the underlying network to fulfill the service goal. We consider the service chain routing problem with the goal of minimizing the maximum network congestion in an online fashion. To this end, we present a simple yet effective online algorithm in which the
routing decision is irrevocably made without prior knowledge of future requests.

We carried out evaluation for the above resource allocation strategies, and numerical results are presented to validate the effectiveness of our approaches.
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Chapter 1

Introduction

1.1 Virtualization for the Networks

The Internet had achieved a great success in the past few decades. With billions of users and numerous services supported at the application layer, today’s Internet is truly reshaping and inter-connecting the world. Despite the fast growth both in size and the diversity of applications it supports, there has been significant slowing down when it comes to bringing in innovation to the Internet itself, as new architectures, protocols, and services are becoming increasingly difficult to integrate into today’s network. One example to this slow evolution is exemplified by the time and difficulties it takes to transit from IPv4 to IPv6, a process that started two decades ago [56], and remains far from completion.

The problem above is known as the Internet ossification problem, with multiple contributing factors. First, the dedicated and proprietary nature of networking devices requires non-trivial time and effort to make even small changes. Second, any change to the existing network architecture would require consensus among all the Internet Service Providers (ISPs), making the implementation of a new architecture or protocol hard to realize. Moreover, the scale of today’s Internet adds more difficulties to it. As a result, nearly all the changes to the network has been achieved via the incremental deployment [2].

With the help of the virtualization technologies, much of the above-mentioned problem can be mitigated, if not eliminated. The decoupling the networking services with its underlying hardware introduces the more flexibility to the networks. The same set of
physical infrastructure can embrace a diversity of network architectures, protocols, and services. Through the abstraction of the underlying infrastructure, it simplifies the effort to develop, deploy and maintain new services, thus lower the overall operational cost.

A number of networking architectures centering on virtualization have been proposed in this regards. Network Virtualization and Network Function Virtualization are two of them. In the subsequent paragraph, we shall briefly discuss the background on the two network paradigms, and the resource management problems in Network Virtualization and Network Function Virtualization environment.

### 1.1.1 Network Virtualization

Network Virtualization is seen as the enabler for the future generation of the networks. Through the virtualization techniques, it allows heterogeneous network to cohabit on the same infrastructure. Originally, network virtualization was proposed as a means to build a platform to the testing and evaluation of innovative network architectures or protocols on top of a legacy network environment, but now it is considered as one of the most promising paradigms for the next generation networks [2,16,17]. With network virtualization, the traditional role of ISPs is decoupled into two logical entities: Service Provider (SP) and Infrastructure Provider (InP) as shown in Figure 1.1.

In this context, InPs are responsible for the provisioning and management of the infrastructure, and offer their available resources as a service to SPs. By aggregating resources from multiple InPs, a SP can then create and deploy virtual networks on top of the leased infrastructure, and then deliver network services to the end users. The service provided to the users will be in the form of virtual networks (VNs).

Such a separation brings a number of benefits to network architectures including but not limited to [7,16,17]:

- **Heterogeneity**: the same set of underlying physical infrastructure may support heterogeneous virtual networks, thus the services delivered to the users are no longer limited by the type of physical resources; in addition, the same VN may be mapped onto heterogeneous underlying physical infrastructures.

- **Flexibility and Manageability**: the topology of each virtual network that the SP creates is customizable. Thus, the topology of the virtual network, including the virtual routers and switches, may be tailored towards the needs of users. Moreover,
as the virtualization provides an abstraction of the underlying physical resources, it simplifies the problem of network management.

- **Co-existence**: with virtualization, multiple users can co-exist on the shared infrastructure, and the service provider may decide how to pool the physical resources and how to aggregate requests so as to improve the overall utilization of the underlying infrastructure.

- **Security and Isolation**: the traffic of different users on a shared infrastructure can be isolated to the point where each user only has the view on its own slice of network. This ensures that traffic from one user will not interfere with that of another. Also, the isolation of traffic helps to prevent security issues.

### 1.1.2 Network Function Virtualization

Network function virtualization (NFV) [35] is yet another networking paradigm that harnesses the power of virtualization. Through the virtualization of the conventional middleboxes (e.g., firewall, load balancer), NFV eases the difficulties in the developing, deploying and maintaining the networking services in today’s network.

The conventional way of the service provisioning relies on the deployment of proprietary hardware to support the network functions that are part of existing services. These dedicated equipment and hardware are not only difficult to maintain, but also
hard to extend their functionalities. This makes it difficult for the service provisioning to accommodate a diverse and sometimes short-lived the network service requests. All those factors result in a long production cycle and a high operational expenditure which impedes the agility of deploying new services.

With the help of virtualization techniques, NFV relies on the commercial off-the-shelf hardware to replace the existing networking devices [30]. The most basic element in the NFV ecosystem is the Virtual Network Function (VNF), representing a single functional block. The network function can be implemented as the software and runs on the general purpose server. Based on demand, the service chain combines one or more network functions to accomplish the service objective. For a conventional way of service provisioning, packets need to go through the NFs in a given order, to deliver an end-to-end network service. Same will apply to the NFV environment, where packets are routed through VNFs sequentially. The VNFs will process those packets so as to deliver the network service.

Such a paradigm opens the door for network operators to implement both existing and future networking functions as software modules and consolidate them on general-purpose commodity servers based on demand. This approach simplifies the deployment process and introduces flexibility in the service provisioning.

1.2 Resource Management Challenges

Despite the promising outlook of the virtualization technology that can bring, one challenge that both the network virtualization and network function virtualization face is the resource management problem, i.e., how to effectively allocate the available resource from the underlying infrastructure to the virtual requests. These problems are known as Virtual Network Embedding (VNE) and Network Function Virtualization Resource Allocation problems (NFV-RA) respectively. We shall discuss resource management problems in more details in the subsequent paragraphs.

1.2.1 Virtual Network Embedding Problem

The resource allocation problem for the network virtualization problem is referred as the VNE problem. Such a problem aims at find a mapping of the virtual request to the
underlying networks. Typically, the mapping of virtual network requests involves two sub-problems:

- **Virtual Node Mapping**, where a virtual node is instantiated on one physical node, and obtains the available resource from that substrate node accordingly

- **Virtual Link Mapping**, where the traffic of one virtual link is routed along a physical path, and the bandwidth is reserved accordingly. The endpoints of the physical path must be the substrate nodes where the virtual node is embedded upon.

Through the abstraction of the physical hardware, there are multiple ways to host one virtual network request. For example, for one virtual node, any substrate node with enough processing power can host that virtual node, while each virtual link may be along a path with enough bandwidth. This results in a large solution space for the potential mapping of the virtual network requests. However, it is to the interest of the network operator to obtain an efficient mapping of the virtual network requests.

Depend on the embedding objectives, an effective virtual network embedding strategy would help to deliver a better service to the end-users and to lower the operational cost. Those objectives under consideration may include enforcing QoS requirement [53], energy-efficiency [51] maintaining the survivability of the virtual network [50], load balancing [61] or maximizing revenue from existing infrastructure without service degradation [62].

The real challenge in solving virtual network embedding lies in the fact the VNE problem is NP-hard, i.e., it may not be possible to find an optimal solution within a reasonable amount of time. Even in the simplest case, where the network request remains static and is known in advance, this problem remains NP-hard [27]. How to design a resource allocation algorithm with a near-optimal performance becomes a critical issue.

In addition to different embedding objectives, there are additional aspects to consider: the support from the underlying infrastructure determines whether the traffic of a virtual link can route along single or multiple paths; the online nature of the virtual network request calls for dynamic embedding algorithm. All those embedding objectives and appliance scenarios diversify the embedding requirement and motivate the design of the various embedding algorithm to meet all those demands. A comprehensive survey on those embedding schemes can be found in [27].
1.2.2 Network Function Virtualization Resource Allocation

Unlike the service provisioning in a conventional network, where the network operator statically configures how the packets pass through the middle boxes, the service provisioning under NFV environment can exploit the flexibility of the virtualization techniques to dynamically coordinate the virtual network functions and form the service chain. However, how to allocate the resources from the underlying networks for Network Service (NS) requests also raise the issue of resource management.

The resource allocation problem can generally be depicted by two phases, the Service Chain Composition phase, and the Service Chain Embedding phase, as illustrated by the Fig. 1.2.

Within the NFV environment, some Network Services need to concatenate multiple VNFs to achieve the service goal. The NS request comes with the traffic demand and the specification on the necessary VNF types. Moreover, there may exist dependent relationships on the VNFs, meaning one type of the VNF needs to process a packet before the packet goes to another type of VNF. This procedure of dynamically concatenating multiple VNFs for the service deployment to meet the service goal is known as Service Chain Composition problems.

As the Service Chain Composition phase determines a service chain, taking it as an input, how to find an appropriate mapping of the service chain to the underlying infrastructure remains an issue. The process of finding an efficient mapping of a service chain to the underlying network is known as the Service Chain Embedding problems. Similar to the VNE problem, the Service Chain Embedding problem also involves the mapping of the virtual nodes and virtual links, and different embedding objectives and scenario would call for a different embedding scheme.

The two phases, Service Chain Composition and Service Chain Embedding, are both important to fulfill the goal of the service provisioning. The Service Chain Composition will strategically determine how the network service will be fulfilled and carried out, while Service Chain Embedding problem considers how to coordinate the physical resource to support the network service.

To deploy an NS, it is natural to decompose these two phases and tackle them respectively, meaning the network operator can compose a service chain based on the policy constraints and then map it to the physical infrastructure. For example, in the work of [46], the authors model the service chain composition for an NS as a context-free
grammar, and greedily select the service chain that will minimize the traffic requirement.

With a valid service chain in the form of the Service Chain Forwarding Graph, the Service Chain Embedding phase shall take the composed service chain as an input, and map it upon the physical network with a predefined service goal, such as end-to-end delay minimization [8] or provisioning cost minimization [42].

Although the resource allocation is carried out during the embedding phase, the Service Chain Composition nevertheless has a major impact on the resource management. It is possible that the same service chain may have multiple valid Service Chain Forwarding Graph, and this, in turn, leads to different resource requirement. Therefore, there are efforts directed towards a coordinated service chain composition and embedding. For example, the work of [9] proposes an heuristic algorithm based on the Depth First Search to embed the Network Service to the underlying networks with the objec-
tive to increase the request acceptance ratio. The service chain forwarding graph will be adjusted accordingly during the embedding process.

1.2.3 VNE and VNF-RA

From the discussions above, we can see that the VNE and the VNF-RA problem bear remarkable resemblance: both involve mapping the requests onto the substrate network with the finite capacity to meet the predefined objectives, which typically involves the mapping of virtual nodes and virtual links, while the process itself is NP-hard.

However, the difference exists both in terms of the request and the support from the underlying physical infrastructure.

When it comes to request, the virtual network request can be represented by a weighted graph, with the edge weights stand for the bandwidth requirement and node weight for the processing power demand. This is not the case for the VNF-RA problem, whose request consists of the source, destination, traffic demand, required types of the VNFs, and dependencies among the VNFs.

In the context of VNE, unless there is a policy constraint, such as geographical consideration, the virtual node can be mapped on to any substrate node. The network operator generally does not need to consider the interactions between two virtual network requests. This is not the case for the NFV-RA. For the VNFs required by an NS request, it can either reuse the existing VNFs or instantiate new VNFs. Thus, for the Service Chain Embedding, the network operator has to decide whether or not to instantiate new VNFs to accommodate new service request. And to embed the service chain, each virtual function node can only be placed onto the matching VNF instances.

In short, the NFV-RA is more complicated as it involves the composition of the service chain, decision on whether to instantiate new VNFs or to reuse the existing ones. However, in the embedding phase, the topology of the Service Chain Forwarding Graph is simpler, as it may either be a path or a tree, while the topology for the virtual network may be arbitrary weighted graph.

1.3 Contribution

In this work, we focus on algorithm design for the resource allocation problems in a virtual network environment:
First, we consider the problem of how to partition a virtual network request in a multi-
domain environment so as to minimize the inter-domain traffic. For the VNE problem,
mapping virtual requests to multiple domains may be required for various reasons, including
load balancing [58], managing the embedding cost [33], or policy requirements [20,47].
As inter-domain traffic is more expensive than intra-domain traffic, when we distribute a
virtual network across two different domains, how to minimize the traffic across different
domains becomes critical.

To this end, we consider the problem of virtual network request partitioning and
present an algorithm inspired by spectral clustering to partition virtual network nodes
under capacity constraints. Based on Laplacian transformation of the matrix, the pair
of virtual nodes with intensive traffic between them tend to stay close to each other
on eigenspace. This allows us to partition the virtual network on the eigenspace. The
clustering is done using the constraint $k$-means, which clusters the virtual network request
on eigenspace with respect to the capacity of that cluster. As a further optimization, we
use a simulated annealing-based algorithm to further refine the partitioning.

Next, we handle the problem of how to re-embed the virtual network so as to adapt to
the dynamic changes in the network. Since resource allocation problem is online in nature:
the lifetime of the VN requests may be finite and arbitrary; the arrival pattern of VN
requests may be unpredictable; and the resource demands for existing VNs may change
whenever users decide to scale up or down their requirements. If these dynamics are
not taken into account and resource allocation is viewed as a purely static problem, the
whole infrastructure may drift into an inefficient configuration that results in degraded
performance for existing VNs and a higher rejection rate for subsequent VN requests [62].

Our approach is to design an algorithm to reconfigure the VN embedding on a pe-
riodic basis. The mapping of virtual nodes and links to infrastructure resources will be
updated in response to changes in VN requests. This is referred to as the virtual network
reconfiguration (VNR) problem [22], and its objective is to improve resource utilization
(for providers) and enhance performance (for users). Similar to the VNE problem, VNR is
also concerned with the mapping of virtual nodes and links, but it also takes the existing
configuration into account.

To this end, we first present a link-arc based mixed integer programming (MIP)
formulation of the reconfiguration problem. Our objective of is to minimize the maximum
utilization of substrate nodes and links while bounding the number of virtual nodes that
have to be migrated. This problem is NP-hard, since it reduces to the VNE problem if there is no bound on the number of virtual nodes to be migrated. Therefore, we decompose the problem into two phases, namely, virtual node selection and virtual node remapping. The first phase selects the virtual nodes to be migrated, while the second selects the new substrate nodes for the migrated virtual nodes. For the first phase, we solve the linear programming (LP) problem derived from the MIP. Specifically, we use a path-based formulation that achieves a near-optimal solution to the LP problem without intensive computation overhead. For the second phase, we use a Markov-chain based approach to select candid substrate nodes and solve a multi-commodity flow (MCF) problem for link reconfiguration.

Finally, we consider the problem of service chain routing problem, which is a sub-problem in the Service Chain Embedding phase for the NFV-RA problem. The objective of the service chain routing problem is to route the user traffic along a path that starts at the source node, passes through the network locations where VNFs are implemented, and finally reaches the destination node. In an offline scenario, where all service requests are known in advance, service chain routing is NP-hard; this result follows from the fact that the unsplittable flow problem, which was proven to be NP-hard in [5], is a special case of the service chain routing problem. In practice, the service chain routing is an online problem: service requests may arrive at arbitrary times and they must be placed onto the network without prior knowledge of future requests. These conditions pose additional challenges in developing effective and efficient algorithms for the online problem.

In our work, we consider the service chain routing with the goal on minimizing the congestion in the network. Taking the online nature of the service request into account, we present a simple yet efficient online algorithm to minimize the maximum utilization. The algorithm we develop can achieve an \( O(\log m) \) competitive ratio, in which \( m \) is the number of the edges in the substrate network. And we show that the competitive ratio is asymptotically optimal.

1.4 Structure of the Dissertation

The remainder of this dissertation is organized as follow:

Chapter 2 describes a virtual network partitioning strategy to partition the virtual network request across different domains in a way that the inter-cluster traffic is mini-
Chapter 3 presents a virtual network reconfiguration strategy that aims to achieve load-balancing while minimizing the cost relocating virtual nodes.

Chapter 4 presents an online service chain routing algorithm for the network function virtualization with the objective to minimize the maximum system utilization.

In Chapter 5, we summarize our work and propose future research directions.
Chapter 2

Virtual Network Request Partitioning

As discussed in the previous chapter, the objective of virtual network request partitioning problem is to partition the virtual network requests into a set of clusters so as to minimize the inter-cluster traffic. The partitioning should be done in a way that the capacity constraint of each cluster would be satisfied. In this chapter, we develop a clustering algorithm based on spectral clustering to handle this problem. Previous work related to this topic is reviewed in Chapter 2.1. In Chapter 2.2, we formally define the virtual request partitioning problem, and then present an algorithm based on spectral clustering to solve this problem in Chapter 2.3. Finally, in Chapter 2.4, we present numerical result to demonstrate the effectiveness of this algorithm.

2.1 Related Work in Virtual Network Request Partitioning

Several studies [33,47,58] have addressed the virtual request partitioning problem using max-flow, min-cut schemes. With existing algorithms, it is possible to compute efficiently the maximum flow between a pair of nodes and obtain the minimum cut between them. The work in [33] recursively uses the max-flow, min-cut approach to partition the network into the desired number of clusters. In [47,58], a clustering approach based on Gomory-Hu trees is explored. A Gomory-Hu tree represents the $n - 1$ minimum $s - t$ cuts in a
graph of \(n\) nodes. By removing the \(k - 1\) least weight edges of this tree, a partition of the \(n\) nodes into \(k\) clusters is obtained that is close to optimal. One shortcoming of this method is that the resulting clusters may be highly imbalanced in terms of the number of nodes they contain.

The virtual network embedding problem across multiple domains has been considered in [41], where it was proposed to use iterative local search (ILS) to partition the virtual request. For this problem, ILS starts with a random clustering, following which a sequence of solutions is generated by randomly remapping some of the nodes to other clusters. Of these solutions, the one that improves upon the current solution the most is kept, and the algorithm iterates until a stopping criteria is met. Despite the simplicity of this method, it is hard to guarantee the quality of the solution within a limited time. In a related study, a general procedure for resource allocation in distributed clouds was presented in [20]. The objective was to select the data centers, the racks, and processors with the minimum delay and communication costs, and then to partition the virtual nodes by mapping them onto the selected data center and processors.

In [13], a series of spectral partitioning algorithms are reviewed and summarized. Most of those spectral partitioning techniques use the median of the Fiedler vector, the second smallest eigenvalue of the Laplacian matrix, to partition the graph into two parts. Then, by recursively applying this method, one can partition the graph into \(2^n\), \(n \geq 1\), parts. These algorithms have two limitations. First, the node weights related to load demands are not taken into consideration; consequently, the load may not be balanced well across the various clusters. Second, the number of clusters is limited to powers of two. In [31], a spectral partitioning based method that makes use of multiple eigenvectors of the Laplacian matrix is proposed. While this work considers the node weight balancing and makes use of multiple eigenvectors to produce a solution with a high-quality, it only partitions a graph into two, four or eight parts.

In contrast to existing works, our algorithm exploits multiple eigenvectors towards a high-quality solution and allow network requests to be partitioned into arbitrary clusters. In addition, we make sure the capacity constraint of each cluster shall be satisfied.
2.2 Problem Statement

We model the communication between virtual nodes as a traffic matrix $TM = [t_{ab}]_{N \times N}$, where element $t_{ab}$ represents the amount of traffic from virtual node $a$ to $b$. Each virtual node is associated with a resource requirement $Req_a$, and each cluster $k$ is associated with a capacity threshold $Cap_k$.

With these definitions, partitioning the set of virtual nodes into $K$ clusters so as to minimize the inter-cluster traffic can be formulated as the following Integer Linear Programming (ILP) problem:

$$\text{minimize} \quad \sum_k \sum_{ab} t_{ab}(1 - y_{ab}^k) \tag{2.1}$$

subject to

$$\sum_a Req_a x_k^a \leq Cap_k, \quad \forall h \tag{2.2}$$

$$x_k^a + x_k^b \leq y_{ab}^k + 1 \quad \forall a, b, h \tag{2.3}$$

$$y_{ab}^k \leq x_k^a \quad \forall i, j, h \tag{2.4}$$

$$\sum_k x_k^a = 1, \quad \forall a \tag{2.5}$$

$$x_k^a \in \{0, 1\}, y_{ab}^k \in \{0, 1\} \tag{2.6}$$

The binary variable $x_k^a \in \{0, 1\}$ here indicates if virtual node $a$ is assigned to cluster $k$ while binary variable $y_{ab}^k \in \{0, 1\}$ indicates if virtual nodes $a$ and $b$ are both mapped onto cluster $k$.

Constraint (2.2) ensures that the amount of resources assigned to each cluster will not exceed its capacity limit. Constraint (2.3) and constraint (2.4) guarantees consistency between decision variable $x$ and $y$. Constraint (2.5) makes sure that virtual node $a$ is assigned to exactly one cluster. This formulation is equivalent to the $(k,v)$-balanced partitioning problem, which is an NP-complete problem [3].

For the solving of the virtual request partitioning problem, we apply a spectral clustering based [54] approach. A high level idea of our approach is illustrated in the Figure 2. We aim to partition the virtual request that consists of $N$ nodes. Starting with a $N$-by-$N$ traffic matrix $TM$, we compute the normalized Laplacian matrix $L_{sym}$ of the given traffic matrix $TM$. We then compute the eigenvectors that associate with the first $K$ smallest eigenvalues of matrix $L_{sym}$, and form a $N$-by-$K$ matrix $Z$ based on the $k$-smallest eigen-
Algorithm 1 Spectral clustering based Virtual Request Partitioning Algorithm

Input:
- \( TM \): \( N \times N \) traffic matrix of virtual nodes
- \( K \): number of clusters
- \( Req \): resource requirement vector of virtual nodes
- \( Cap \): capacity vector of the clusters

Output:
The cluster to which each VNode belongs

1: Construct diagonal matrix \( D \) with \( d_{aa} = \sum_{b=1}^{N} t_{ab} \)
2: Compute unnormalized Laplacian \( L_{sym} = D^{-1/2}(D - TM)D^{-1/2} \)
3: Obtain the eigenvector associated with the \( K \) smallest eigenvalues of matrix \( L_{sym} \)
4: Let matrix \( U \) contain the above eigenvectors as columns
5: Let \( z_{a} \) be the vector associated with \( a^{th} \) row of \( U \).
6: Cluster the points \( (z_{a})|_{a=1,...,N} \) under the capacity constraints \( Cap \) via Constrained \( k \)-means
7: Refine the partitioning result by Greedy-Refinement based Simulated Annealing

vectors. Denote \( a^{th} \) row of the matrix, a \( K \) dimensional vector, as \( z_{a} \). The virtual node \( a \) will be associated with \( z_{a} \). We can think of the \( z_{a} \) as the coordinates for the virtual node \( a \) on a \( K \) dimensional space, and the matrix \( Z \) as the collection of coordinates for the \( N \) data points. This \( K \)-dimensional space is referred as Eigenspace. With given property of the Laplacian matrix, the nodes that have higher traffic among them tend to stay closer on this Eigenspace. Thus, we can perform clustering for those data points \( (z_{a})|_{a=1,...,N} \). Clustering will assign the nodes to different clusters so as to minimize the total distance between the nodes within each cluster on the Eigenspace, which implies this assignment maximizes the intra-cluster traffic and eventually minimize the inter-cluster traffic. In order to satisfy the capacity constraints, we perform constrained \( k \)-means algorithm for clustering. Upon the completion of the clustering, we obtain our initial clustering results. The result can be further refined using the Greedy-Refinement algorithm based on the traffic matrix \( TM \). It will iteratively assign the Virtual Node to another cluster if such an assignment would lower the inter-cluster traffic. And to achieve a better partitioning result, we can combine the Greedy Refinement algorithm with Simulated Annealing. The whole procedure is outlined as Algorithm 1, and is explained in detail in the remaining of this chapter.
2.3 Spectral Clustering Based Network Request Partitioning Algorithm

Spectral clustering [54] is used to find a set of clusters such that the edges between clusters have low weights (in this case, the weights would represent the pairwise traffic). An important feature of spectral clustering is that, unlike the conventional min-max flow approach, it can avoid the creation of imbalanced partitions whereby some clusters are assigned a much larger number of nodes than others.

2.3.1 EigenSpace

Given a \( N \times N \) traffic matrix \( TM \), the normalized Laplacian matrix is defined as \( L_{sym} = D^{-1/2}(D - T)D^{-1/2} \), where \( D \) is a diagonal matrix with element \( d_{aa} = \sum_b t_{ab} \).

Let \( P_1, \ldots, P_K \) be a partition of the set of \( N \) virtual nodes into \( K \) sets (clusters), i.e., the sets \( P_k \) are pairwise disjoint and their union is \( \{1, \ldots, N\} \). Further, let \( \bar{P}_k \) be the complement of set \( P_k \). We define the \( NCut \) metric as:

\[
NCut(P_1, P_2, \ldots, P_K) = \sum_{k=1}^{K} \frac{\text{cut}(P_k, \bar{P}_k)}{\text{vol}(P_k)}
\]  

(2.7)

where the numerator represents inter-cluster traffic (i.e., between nodes in \( P_k \) and nodes not in \( P_k \)) and the denominator denotes total traffic within cluster \( P_k \).

Minimizing \( NCut \) will result in a set of \( K \) clusters that have low inter-cluster traffic, while the presence of \( \text{vol}(P_k) \) in the denominator will prevent the creation of clusters with few nodes, and hence, cluster sizes will not be highly imbalanced. The normalized Laplacian has the following property that allows us to find an approximate solution to the \( NCut \) problem efficiently: for a given \( N \)-by-\( k \) matrix \( H \), if we take \( h_{ab} \) as:

\[
h_{ab} = \begin{cases} 
1/\sqrt{\text{vol}(P_k)} & \text{if } v_i \in P_j \\
0 & \text{otherwise}
\end{cases}
\]

(2.8)

the following equation would hold [54]: \( Tr(H^T L H) = \sum_{i=1}^{N} \frac{\text{cut}(P_k, \bar{P}_k)}{\text{vol}(P_k)} = NCut(P_1, P_2, \ldots, P_K) \).

Also observe that \( H^T D H = I \). Therefore, we can reformulate the problem of mini-
mizing \textit{NCut} as follows:

\begin{align*}
\text{minimize} & \quad Tr(H^T L H) \\
\text{subject to} & \quad H^T D H = I \\
& \quad h_{ab} = \{1/\sqrt{\text{vol}(P_k)}, 0\}
\end{align*}

(2.9)

We can obtain an approximate solution to this problem in polynomial time by relaxing the last condition and taking $Z = D^{-1/2} H$. The problem then becomes:

\begin{align*}
\text{minimize} & \quad \text{Trace}(Z^T L_{sym} Z) \\
\text{subject to} & \quad Z^T Z = I
\end{align*}

(2.10)

According to the Rayleigh-Ritz Theorem, the solution to problem 2.10 would be to take $Z$ as the $k$ smallest eigenvectors of $L_{sym}$, i.e. the eigenvectors corresponding to the $k$ smallest eigenvalues.

Let matrix $Z$ be a $N$-by-$k$ matrix that contains the above $k$ eigenvectors as columns, and let $z_i$ be the vector associated with the $a$-th row of $Z$, and we take $z_i$ as coordinates for the virtual nodes on the Eigenspace. The data points will stay close to each other in the Eigenspace if the traffic between them is high, and this will allow us to obtain the final solution using clustering algorithm. A formal proof of this property that established in the matrix perturbation theory is presented in [49].

To obtain the final solution, clustering will be performed to cluster the points $(z_a)_{a=1,...,N}$ while satisfying the capacity constraints $Cap$. 

Figure 2.1: General Procedure for Virtual Request Partitioning
2.3.2 Constrained K-means

Conventional spectral clustering uses the k-means algorithm [45] to cluster the data points $z_a$. One drawback of the k-means algorithm is that it may converge to a solution in which some clusters have very few data points while others are overloaded. Therefore, we use the constrained k-means algorithm proposed in [12]. Given a set of data points, the constrained k-means algorithm aims to find a set of cluster centers $C_1, C_2, \ldots, C_K$, such that the sum of distances between each node and the center it is assigned to is minimal. Specifically, the problem solved in [12] is:

\[
\begin{align*}
\text{minimize} & \quad \sum_{a=1}^{N} \sum_{k=1}^{K} x^a_k \cdot \left( \frac{1}{2} \| z_a - C_k \|_2^2 \right) \\
\text{subject to} & \quad \sum_{k=1}^{N} x^a_k = 1, \forall i; \quad x^a_k \geq 0, \forall i, \forall h. \\
& \quad \sum_{i} x^a_k \geq \tau_k, \forall k
\end{align*}
\] (2.11)

In this formulation, $x^a_k$ is a selection variable denoting whether data point $a$ belongs to cluster $k$. The last constraint is used to control the size of each cluster, i.e., to ensure that each cluster has size at least equal to $\tau_k$.

In the virtual request partitioning problem, the resource requirement for each cluster should not exceed its capacity. To this end, we replace the constraint $\sum_{i} x^a_k \geq \tau_k$ with $\sum_{i} \text{Req}_a x^a_k \leq \text{Cap}_k$, and follow the iterative method proposed in [12].

Given $N$ data points $z_1, z_2, \ldots, z_N$, $K$ cluster center points $C^t_1, C^t_2, \ldots, C^t_K$ at iteration $t$, and capacity limit $\text{Cap}_k$ for cluster $k$, the cluster center for iteration $t+1$ is computed using the following steps.
Cluster Assignment. Given the fixed cluster center points $C_k$, find the selection variables so that the distance between the data points and the corresponding cluster center is minimized.

$$\text{minimize} \quad \sum_{a=1}^{N} \sum_{k=1}^{K} x_{a}^{k} \cdot \left( \frac{1}{2} \| z_{a} - C_{k} \|_{2}^{2} \right)$$

$$\text{subject to} \quad \sum_{k=1}^{K} x_{a}^{k} = 1, \quad \forall a$$

$$\sum_{a} \text{Req}_{a} x_{a}^{k} \leq \text{Cap}_{k}, \quad \forall k$$

$$x_{a}^{k} \geq 0, \quad \forall a, \forall k$$

Cluster Update. Compute the center point at iteration $t+1$ as:

$$C_{k}^{t+1} = \begin{cases} \frac{\sum_{i=1}^{N} x_{a}^{k}(t) z_{a}}{\sum_{i=1}^{N} x_{a}^{k}(t)} C_{a}^{k} & \text{if } \sum_{i=1}^{N} x_{a}^{k}(t) > 0 \\ C_{a}^{k} & \text{otherwise} \end{cases}$$

It was shown in [11] that cluster assignment is equivalent to the Minimal Cost Flow problem. We now show that this cluster assignment subproblem can be solved optimally within $O(KN \log N)$ time using a greedy approach.

We first reduce cluster assignment to the Min-Cost-Flow problem following the steps outlined in [11]. The supply from the source node ($src$) and the demand by sink node ($dst$) is equivalent to the total requirement $\sum_{a=1}^{N} \text{Req}_{a}$. $src$ is connected to all the data points $(z_{a})_{a=1,...,N}$, and each data point is connected with all the cluster centers, while cluster centers are connected to $dst$. Each edge is associated with a weight tuple $(\text{Price}, \text{MaximumCapacity}, \text{Flow})$. The $\text{Price}$ from data points to cluster centers are set to the corresponding distance, while on other edges it is set to zero. The $\text{MaximumCapacity}$ from $src$ to the data points is the resource requirement $\text{Req}_{a}$ and from cluster center $k$ to $dst$ is $\text{Cap}_{k}$; on other edges, it is set to infinity. An example of the representation of a cluster assignment problem to an Min-Cost-Flow network is shown in Figure 2.2 (a).

Now, we show how this problem can be solved with a greedy approach. First, ascending sort the price on all the paths from $src$ to $dst$ and augment flow accordingly. When we think of this problem in terms of negative cycle canceling algorithm, each time we augment the flow by $f$ on a path, we create a reverse path with negative price on the
residual graph. An example can be found in Figure 2.2 (b) and (c).

A brief proof of optimality is as follows. Denote the iteration to augment flow on path $i$ as $t_i$. At $t_i$, we augment flow on path $i$. For $t_j > t_i$, no negative cycle will form on the residual graph involving the reversed path $i$, because the price of path $j$ will be no less than of path $i$. Also, for path $j$ with $t_i > t_j$, the price of path $i$ is higher, hence a negative cycle will be formed only when we take forward direction from on path $j$ and backward on $i$, which is impossible. This is from the fact on path $j$, the capacity on src to a data point or from cluster center ot dst is depleted. In the former case, we cannot find a forward path from src to the data point, so path $j$ is blocked, and no cycle will form. The same applies to the latter case when path $i$ and $j$ go through a different cluster center. If they pass through same cluster center, then, we cannot augment the flow on path $i$, because there is no available capacity from the cluster center to dst, so no negative circle will form. In conclusion, no negative cycle can be found and the solution will be optimal.

At each step, denote the remaining capacity of cluster $k$ as $Rm^h_{cap}$, and the remaining resource requirement of each virtual node $a$ as $Rm^i_{res}$. Our constrained-$k$-means with greedy cluster assignment algorithm is shown as Algorithm 2.

Note that some of the resulting variables may be fractional. We round the fractional selection variable by assigning the node $a$ to the cluster $k$ with maximum $x^*_k$ without violating the capacity constraints. Observe that the number of fractional elements will be smaller than the number of clusters, because each element will not be fragmented unless the cluster it is assigned to reaches its maximum capacity; after that instant, the cluster will take no additional data points. As a result, no other assignment will get fragmented on that cluster, and therefore, the number of fractional assignment will be less than that of clusters. Assuming that $N \gg K$, i.e., the number of data points is
Algorithm 2 Constrained-\(K\)-Means

Input:
\((z_a)_{a=1,...,N}\): data points formed by eigenvectors
\(K\): number of clusters
\(R = r_1, r_2, ..., r_N\): resource requirement of VNodes
\(Cap = cap_1, cap_2, ..., cap_K\): capacity of each cluster

Output: Selection indicator \(x^a_k\)

1: Iteration \(t \leftarrow 0\), randomly initialize \(C^t_k \forall k\)
2: Remaining resource requirement \(Rm_{req} \leftarrow R\)
3: Remaining capacity \(Rm_{cap} \leftarrow Cap\)
4: while \(C^{t+1} \neq C^t\) do
5:  Clustering Assignment:
6:  Compute pairwise distance between data points and cluster centers \(D = \{d_{11}, d_{12}, ..., d_{NK}\}\)
7:  Ascending sort \(D\) to get \(D_{asc} = \{d'_1, d'_2, ..., d'_{NK}\}\)
8:  for \(j \leftarrow 1\) to \((N \times K)\) do
9:      Choose point \(a\) and center point \(k\) associated with \(d'_j\)
10:     if \(Rm^i_{req} < Rm^h_{cap}\) then
11:        \(x^a_k \leftarrow Rm^i_{req}/Req_a; Rm^h_{cap} \leftarrow Rm^h_{cap} - R^i_{res}; Rm^i_{res} \leftarrow 0\)
12:     else
13:        \(x^a_k \leftarrow Rm^h_{cap}/Req_a; Rm^i_{req} \leftarrow Rm^i_{req} - Rm^h_{cap}; Rm^h_{cap} \leftarrow 0\)
14:     end if
15:  end for
16:  Clustering Update:
17:  update the center points according to (2.13)
18:  \(t \leftarrow t + 1\)
19: end while
20: \(P \leftarrow \text{round } X \text{ without violating capacity constraint.}\)
Algorithm 3 Greedy Refinement Algorithm

Input:
- \( K \): Number of clusters
- Initial assignment of VNodes to clusters
- \( Rm_{cap} \): Remaining capacity of each cluster
- \( Cap \): Maximum capacity for each cluster
- \( Req \): Resource requirement vector, remaining capacity

Output: Final assignment of VNodes to clusters

1: for \( a \leftarrow \) selected virtual node do
2: assume node \( a \in \) cluster \( k \)
3: \( ED[a]_{k_1}, \ldots, K \leftarrow 0 \)
4: for \( b \leftarrow 1 \) to \( N \) do
5: if node \( b \in \) cluster \( k' \) then
6: \( ED[a]_{k'} = ED[a]_{k'} + t_{ab} \)
7: end if
8: end for
9: \( k' = \operatorname{argmax}\{ED[a]_k \text{ s.t. capacity constraint}\} \)
10: move \( a \) from cluster \( k \) to \( k' \)
11: update \( Rm_{Cap} \)
12: end for

significantly greater than the number of clusters, we expect that this greedy rounding scheme will have only relatively small negative impact.

2.3.3 Partitioning Refinement

In order to improve upon the partition obtained by the Constrained-\( k \)-means algorithm, we employ a greedy refinement (GR) method that employs simulated annealing (SA). The GR algorithm is proposed in [38], which improves the Kernighan-Lin (KL) algorithm [39] to refine the bisection of a graph by iteratively swapping the pair of vertices that would most significantly reduce the edge cut until a local minimum is reached. The GR algorithm extends the KL algorithm so as to handle vertex weights, refines the multi-way partitioning and improves the running time.

For completeness, we present the GR algorithm as Algorithm 3. Given an existing partition of the virtual nodes, the nodes are checked in a random order. Consider node \( a \) in cluster \( k \). Denote \( ED[a]_k \) as the total traffic between \( a \) and its neighbors that belong to cluster \( k \) (where we allow \( k = k' \)). The algorithm moves vertex \( a \) to the cluster with
Algorithm 4 New Point Generation

**Input:**
- $K$: Number of clusters
- $n_{exc}$: Number of nodes to exchange
- Initial assignment of VNodes to clusters
- $Req$: Resource requirement vector
- $Cap$: Maximum capacity vector

**Output:** $P$: Final assignment of VNodes to clusters

1. for $a \leftarrow$ random permutation from 1 to $n_{exc}$ do
   2. node $a \in$ cluster $k$
   3. if node $a$ has neighbor $\in$ cluster $k'$ and
   4. $Cap_k + Req_a < Cap_{k'}$ then
   5. move node $a$ from cluster $k$ to $k'$.
   6. end if
   7. end for
8. for $t \leftarrow 1$ to $t_{ref}$ do
   9. refine the partitioning via Greedy Refinement
10. end for

the highest value $ED[a]_k$ (or keeps it in the same cluster if it happens that $h = l$).

We now integrate this GR algorithm within a new point generation phase of SA: each
time we randomly move a small number of nodes $n_{exc}$ from one cluster $k$ to another $k'$,
such that (1) the node that is moved from $k$ to $k'$ should be on the “brink” (i.e., it should
have at least one neighbor in the new cluster $k'$), and (2) this movement does not violate
the capacity constraints of cluster $k'$. The exchange aims to introduce perturbation to
the current solution so as to escape local minima. The procedure to generate new points
is detailed in Algorithm 4. After the exchange is completed, we execute several iterations
of the Greedy Refinement algorithm to refine the result.

The GR algorithm constructs a solution that represents a local optimum. The total
outgoing weight of this solution is considered as the energy function for the SA algorithm.
The SA algorithm will decide whether to accept this point or not. Since the solution
passed to SA is already a local optimum point obtained by the GR algorithm, the SA
moves around the local optimum points to find the final solution. This operation is more
efficient than the naive implementation of randomly generating new points and letting
the SA algorithm decide which solution to take.

**Running time:** The overall algorithm (Algorithm 1) consists of three steps, namely,
computing the eigenvectors of the graph Laplacian, constrained \(k\)-means, and graph refinement. The computation of the eigenvectors can be completed in \(O(N^3)\) time. For the constrained \(k\)-means, the clustering assignment subproblem can be solved in \(O(KN \log N)\) time, where \(K\) is the number of clusters, and the cluster update problem can be solved in \(O(kn)\) time. Let \(t_c\) be the number of iterations for constrained \(k\)-means to converge; then, the total running time for the constrained \(k\)-means is \(O(Kt_cN \log N)\). Using an adjacency table, each iteration of the refinement phase can be completed in time \(O(E)\). If \(t_r\) iterations are needed, the refinement phase takes time \(O(t_rE)\). Overall, this algorithm runs in \(O(N^3 + Kt_cN \log N + t_rE)\) time.

2.4 Experiments and Evaluation

We now present the results of experiments we have conducted to evaluate the performance of spectral clustering (SC)-based algorithms. We use two methods to refine the partitioning: solely based on the GR algorithm (referred to as SC) as well as the SA-based refinement approach (SC-SA) we described previously in this chapter. We compare the results to those obtained using a Gomory-Hu tree [47], the Metis [37], and the ILS method [41].

To evaluate the performance of our approach, we generate topology as follow: the virtual node is pairwise connected, and each node and link is assigned a weight to represent the resource and traffic requirements, respectively, and we also specify the maximum available capacity for each cluster. For each randomly generated topology, the vertex weight is uniformly distributed in \((1, 2)\), the edge weight is uniformly distributed in \((5, 20)\). Our goal is to partition the network into \(K = 3, 4, 7\) clusters. For each cluster, we set the maximal capacity to 105\% of the average weight of each cluster, i.e. the weight we place onto each cluster if we can have a perfect load balancing of the nodes. For the ILS algorithm, we set the number of iterations to be \(5 \times 10^4\) and for each iteration, exchange 40\% of nodes in each cluster. We also set \(n_{exc} = 15\) for new point generation phase in SA, and we run 3 iterations of GR-algorithm to refine the partitioning result. We use two performance metrics: the inter-cluster traffic ratio (ITR), i.e., the ratio of the inter-cluster traffic to the total amount of traffic, and the running time of each algorithms. We run the simulation for 50 times, calculate the mean and confidence interval of our result and present it as follow:
Figures 2.3 and 2.4 plot the ITR and running time, respectively, against the number of virtual nodes and for $K = 3$ clusters. For the SA algorithm, we set the initial temperature to $Temp = 10^4$ and the maximum number of iterations to 600. We observe that spectral clustering with SC-SA method is strictly better than the other algorithms in terms of inter-cluster traffic minimization. Compared with Metis, it reduces the inter-cluster traffic by 6-9% percent, with an average improvement of 8.3%. Compared with Gomory-Hu tree (respectively, ILS), inter-cluster traffic is reduced by as much as 11% (respectively, 9.7%), with an average improvement of 10% (respectively, 8.2%). Also, compared with the SC only, SC-SA based refinement produces an improvement of 1.6% on average. In terms of running time, with a small number of virtual machines, the SC algorithm has the similar performance with Metis while the running time for SC-SA stays close to the Gomory-Hu tree method, about one magnitude larger than the two above, while ILS takes still one magnitude longer. When there are more virtual nodes, we see that the GH-Tree have a similar performance with the ILS, about an order of magnitude larger than the SC-SA, while SC takes less running time by an order of magnitude than SC-SA, and Metis takes yet another order of magnitude less than SC.

The second set of simulation experiments is to partition the virtual request into $K = 4$ clusters, and the results are shown in Figures 2.5 and 2.6. We kept the initial temperature for SA to $Temp = 10^4$ and the maximum number of iterations as 600. The SC algorithm produces clustering solutions that, in terms of inter-cluster traffic, outperform those produced by the Metis, Gomory-Hu tree, and ILS schemes by 4.5%, 6.5%, and 4.7%, respectively, on average. The SC-SA algorithm further reduces inter-cluster traffic by 1.1% on average, compared to SC. The running time results are similar to the experiments with $K = 3$ above.

Finally, Figures 2.7 and 2.8 plot the results of the third set of simulation experiments where we set $K = 7$. The initial temperature for SA was set to $Temp = 10^5$ and the maximum number of iterations to 600. The results are similar to those of the first two experiments, in that, on average, the SC algorithm performs 4.5% better than Metis, 6.1% better than Gomory-Hu tree, and 4.8% better than ILS. Also, compared with SC, the SC-SA algorithm reduces inter-cluster traffic by a further 0.7% on average. In terms of running time, the relative behavior of the five algorithms is also similar to the last two experiments.

From this set of simulations, we conclude that the spectral clustering method with
SA refinement produces the best solutions in terms of minimizing the inter-cluster traffic. It also compares favorably to existing clustering approaches based on ILS and Gomory-Hu tree, in terms of running time. When we compare with METIS, we found out its performance is at trade-off with Metis: the spectral clustering based algorithm achieve a better performance in minimizing the inter-cluster traffic, while Metis achieves a lower execution time.

To further evaluate the performance of our proposed algorithm, we compare the performance of our algorithm with METIS on three different kind of topologies with different partitioning settings. Among entire set of simulation, we selectively present three groups of evaluation results that would illustrate the performance.

First, we evaluate the result on random modular graph [34]. This intends to capture the pattern that the communication took place within one groups is more intensive than that of others. We assume the topology contains 20 clusters with equal size, and the probability of connecting one pair of node within the same cluster is 80%, while connecting one pair node from two different cluster is 20%. We generate the topology using this model, and the traffic on each link follows a Gaussian distribution, with a mean of 100 and variance of 25. We partition the generated graph into 3 clusters, and capacity constraint is set to 120% of the average. This setting for the capacity constraint tries to capture the condition that abundant computing resources in the underlying network is provided for each cluster such that a more flexible partitioning of the virtual request is allowed. The result is presented in the Figure 2.9.

In this set of simulation, we can see that inter-cluster traffic is minimized by SCSA with an additional 2.7% on average when compares with METIS. However, when we compare the result between METIS and SC, we can see that METIS achieves a better result on smaller request by as much as 9%, while the SC achieves a better result on a larger request by around 3%. On average, METIS can bring about 3% of improvement than SC for traffic minimization.

Next, we generate the topology following the Waxman model [55]. The Waxman model is a popular kind of model for the modelling of the Internet, especially for the intra-domain network [48]. In a Waxman model, nodes are randomly placed on a rectangle area, and the connectivity probability between a pair of nodes are based on their Euclidean distance, more formally, $p = \alpha \exp(-d/\beta \cdot L)$, where $d$ is the Euclidean distance between one pair of nodes, and the $L$ is maximum distance allowed. The $\alpha$ and
\(\beta\) are two parameters that will define the connectivity pattern. More specifically, \(\alpha\) will define the overall connectivity probability, a higher \(\alpha\) will result in a denser connectivity, while \(\beta\) restricts the probability of connection based on the distance, i.e. with a larger \(\beta\) tends to increase the chance of connection for a pair of nodes that are far from each other, while a lower \(\beta\) tends to prevent such connection. In this experiment, we use \(L = 100, \alpha = 0.05, \) and \(\beta = 0.3\) to define the connectivity of the virtual request. For the partitioning setting, we divide the virtual request into 4 clusters with different capacities, each cluster with 20\%, 20\%, 30\%, 30\% of the total weight of the request. Maximum violation for the capacity is defined to be 5\%. This setting may comply with the situation where the distribution of the computational resource is imbalanced, such as heterogeneous resources, or imbalanced workload on different domains. The simulation setting is shown in Figure 2.11.

As we can see from the simulation results, the SCSA achieves an improvement of 5\% compared with METIS for ITR minimization, while SC delivers a 2.5\% improvement compared with METIS.

Finally, we evaluate this algorithm on the virtual request whose degree distribution exhibits power law, which characterizes the degree distribution of router-level and AS-level Internet graphs [23]. We use Barabási-Albert (BA) model [6] to obtain a topology that follows the power-law. It starts with a small connected component, and then probabilistically attach new vertex to the existing vertex following preferential attachment, i.e. the likelihood of connection depends on the degree of the existing vertex. We start with 5 connected vertex and ended up with a topology consisting of 50 to 400 vertices. We partition the graph into four clusters with equal capacity, while allows a cluster to exceed its capacity limit by 5\%, the simulation result is shown in Fig.2.13.

Compared with METIS, the simulation result suggests an average improvement of 34\% in term of ITR minimization for SCSA, with a maximum improvement of 43\%, while SC brings forth an improvement of 14\% compared with METIS on average.

The running time on three different type of topology is similar to the previous set of simulation. As it is shown in Fig. 2.10, Fig. 2.12 and Fig. 2.14. METIS requires less execution time compared with SCSA, by two orders in general. Compared with SC, we see that their performance is similar on a request with small scale, while on a larger request, METIS will still work better.

From our whole set of simulation, we can conclude that this proposed algorithm can
achieve a better performance in term of traffic minimization than METIS, while METIS
can achieve a better running time. Notably, for a request consists of 400 nodes, the
partitioning can be done by our algorithm in about 1 seconds. This would imply that the
setup delay caused by our algorithm would be acceptable in most cases.
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Chapter 3

Virtual Network Reconfiguration with Migration Cost Consideration

In this chapter, we present the design of an algorithm that will handle the online nature of the virtual network requests by reconfiguring the virtual network requests. Such a reconfiguration may help to improve network performance by remapping a subset of virtual nodes or links to better align the allocation of resources to current network conditions. In Chapter 3.2, we formally define the Virtual Network Reconfiguration (VNR) problem and introduce the augmented graph model we use in developing the formulation. We present the algorithm we have developed for the VNR problem in Chapter 3.3, and we evaluate its performance in Chapter 3.4.

3.1 Related Work in Virtual Network Reconfiguration Problem

A method to reconfigure the VN requests to maximize the InP revenue has been proposed in [61]. In this study, emphasis is on the embedding of virtual links under the assumption that the traffic of a virtual link may be split and carried over several substrate paths. Consequently, the authors propose a reconfiguration scheme that dynamically adjusts the splitting ratio of a virtual link or sets up a new path in the substrate network. Although virtual link splitting and migration improves the acceptance ratio for VN requests, migration of virtual nodes is not considered in this work.
A proactive reconfiguration algorithm, referred to as global marking algorithm, was proposed in [62]. In the reconfiguration phase, the workload of the substrate nodes and links is examined. If a given substrate node or link is overloaded, then all virtual nodes and virtual links mapped on top of that particular substrate node or link, respectively, are marked for remapping. During the remapping phase, marked virtual nodes and links are re-assigned to the SN. This approach may incur unnecessary reconfigurations: often, only a fraction of the virtual nodes on a stressed substrate node need to be migrated, whereas this method tends to reconfigure all of them. Also, for congested substrate links, solely reconfiguring the mapping of the virtual links without migrating the virtual nodes causing the overload may not fully alleviate the congestion.

Another reconfiguration scheme to maximize InP revenue was proposed in [52]. This approach takes into account the migration overhead so as to limit the service disruption caused by reconfiguring the virtual nodes. Reconfiguration is triggered whenever a VN request is blocked, and follows the solution of a MIP problem. Since this method relies on solving the MIP problem, it may not scale to large problem sizes or may not be appropriate whenever a low reconfiguration delay is required.

Based on the observation in [22] that VN request rejection is mainly caused by bandwidth shortage, a reactive VN reconfiguration algorithm was presented in [19]. The algorithm aims at improving the VN request acceptance rate while limiting the number of virtual nodes to be migrated, so as to minimize the overall reconfiguration cost. Virtual nodes are selected for migration based on the number of congested links along which they route their traffic. Selected virtual nodes are iteratively reconfigured until either the incoming VN request is successfully embedded or the number of virtual nodes re-configured exceeds the given threshold. This work solely considers congested links and does not account for overloaded substrate nodes. Also, it does not take into consideration the magnitude of traffic demands originating/terminating at the virtual nodes. This may result in a situation whereby virtual nodes with little traffic (and hence, small impact on the SN) are selected for migration just because they happen to use congested paths. As an extension to the work in [22], a VN reconfiguration strategy was developed in [19] to handle the scale-up/down of VN requirements requested by users. This study used a genetic algorithm to minimize the combined cost of embedding and reconfiguration.

A scheme to reconfigure the VN within an evolving substrate network was proposed in [14]. In this work, reconfiguration is triggered in response to changes in the underlying
SN, i.e., whenever substrate nodes and/or links are added or removed. The objective is to reconfigure the VN such that delay constraints are preserved while migration overhead is minimized. To this end, a heuristic algorithm was proposed to relocate virtual nodes that are affected by the changes or violate the delay constraints.

3.2 Problem Definition

We model the SN as a weighted, undirected graph $G^s = (V^s, E^s)$. The vertices of $G^s$ stand for the substrate nodes, while the edges of $G^s$ represent the substrate links. Each node $A$ and edge $(A,B)$ on $G^s$ are weighted, and we let $Cap_A$ denote the resource (e.g., CPU) capacity of the substrate node $A$, and $Cap_{AB}$ denote the bandwidth capacity of substrate link $(A,B)$.

Likewise, we model a VN as a weighted, undirected graph $G^v = (V^v, E^v)$, whose vertices and edges represent virtual nodes and links, respectively. The weight $Req_a$ of vertex $a$ reflects the resource (e.g., CPU) requirement of the virtual node, while the weight $t_{ab}$ denotes the traffic demand of the virtual link $(a,b)$.

In addition, each virtual node may specify additional constraints, including the type of the substrate nodes they may be mapped onto, geographical constraints, etc., such that a virtual node may be placed only on a specific group of substrate nodes. We denote the set of substrate nodes that may support a virtual node $a$ as $\Theta(a) \subseteq V^s$.

We assume that there exists a mapping of virtual nodes and links to the substrate network, $F : G^v \rightarrow G^s$. We also assume that the resource requirements $Req_a$ and traffic demands $t_{ab}$ of the VNs evolve over time such that the current mapping $F$ is not representative of the current state of the network. Although our work is agnostic with respect to how reconfiguration is triggered (e.g., whether it is performed periodically or is initiated as soon as a performance measure crosses a predefined threshold), our focus is on updating the mapping $F$ to align it with current network conditions.

3.2.1 Reconfiguration Objectives

Our goal is to develop an online VN reconfiguration algorithm that remaps part of the VN requests so as to balance the load on the substrate nodes and links. Since the migration is more expensive than the reconfiguration of virtual links [62], we also aim to limit the number of virtual nodes that have to be migrated, so as to keep the reconfiguration cost
low and minimize service disruption. A reconfiguration example is shown in Figure 3.1. The top part of the figure shows the two VN requests and the original embedding of the requests onto the substrate network, whereas the bottom part of the figure shows the new embedding of the two requests after reconfiguration has taken place.

We view this VNR problem as a multi-objective optimization problem, with three metrics to be minimized: substrate link utilization, substrate node workload, and the number of virtual nodes to be migrated. Specifically, we take link utilization as the primary objective and bound the other two, such that we formulate the goal in this form:

Minimize the maximum link utilization $\lambda$, under two constraints: resource utilization of each substrate node does not exceed $\rho\lambda$, and the total number of virtual nodes being migrated does not exceed a threshold $M$.

$M$ and $\rho$ are parameters defined by the network operator. Parameter $\rho$ may be used to adjust the tradeoff between minimizing the utilization of substrate links and nodes.
3.2.2 Augmented Graph

Our problem formulation makes use of the augmented graph presented in [18]. We start with the graph $G^s$ that represents the substrate network and follow these steps to construct the augmented graph $G^{aug}$ (refer also to Figure 3.2). For each substrate node $A$, we create a mirror node $A'$, as well as an edge $(A, A')$ with weight equal to the capacity of node $A$, $Cap_A$. For each virtual node $a$, we also create a corresponding node in the augmented graph. Recall that $\Theta(a)$ is the subset of substrate nodes to which virtual node $a$ may be mapped. Therefore, for each substrate $A \in \Theta(a)$, we create an edge $(a, A')$ between the virtual node $a$ and the mirror node of $A$. For instance, in Figure 3.2 we assume that $\Theta(a) = \{A, D\}$, hence the augmented graph contains the edges $(a, A')$ and $(a, D')$. The capacity of these edges is set to infinity.

In addition to the weight (capacity), we associate a cost with each edge in the augmented graph, as follows: the cost on all edges except the ones between virtual nodes and mirror substrate nodes is zero. If, in the current configuration, a virtual node $a$ is mapped on, say, substrate node $A$, then the cost of edge $(a, A')$ is also zero. Otherwise, the cost of the edge $(a, D')$, $A \neq D \in \Theta(a)$, is the reciprocal of the total traffic of virtual node $a$, i.e., $1/\sum_{b} t_{ab}$.
3.2.3 MIP Formulation

Using the augmented graph defined above, we formulate the VNR problem as the following mixed-integer programming (MIP) problem.

**Decision Variables:**

- $x_A^a$: binary variable, indicating whether virtual node $a$ is mapped onto substrate node $A$.
- $f_{AB}^{ab}$: flow variable, indicating the fraction of traffic between virtual nodes $a$ and $b$ that is mapped onto substrate link $(A, B)$.

**MIP Formulation:**

\[
\begin{align*}
\text{min } & \lambda \\
\text{s.t. } & \sum_{A \in \Theta(a)} f_{aA}^{ab} - \sum_{A' \in \Theta(a)} f_{A'a}^{ab} = 1, \\
& \forall a, b \in V^v, (a, b) \in E^v \\
& \sum_{B \in \Theta(b)} f_{bB}^{ab} - \sum_{B' \in \Theta(b)} f_{B'b}^{ab} = -1, \\
& \forall a, b \in V^v, (a, b) \in E^v \\
& \sum_{A \in V^s} f_{AB}^{ab} - \sum_{A' \in V^s} f_{A'B}^{ab} = 0, \\
& \forall a, b \in V^v, (a, b) \in E^v, A, B \in V^s \\
& \sum_{(a, b) \in E^v} t_{ab} f_{AB}^{ab} \leq \lambda Cap_{AB}, \forall A, B \in V^s \\
& \sum_{a \in V^v} Req_a x_A^a \leq \rho \lambda Cap_A, \forall A \in V^s \\
& \sum_{b \in V^v} f_{aA'}^{ab} = \sum_{b \in V^v} x_A^a, \forall a, b \in V^v, \forall A \in V^s \\
& \sum_{a \in V^v} (1 - x_A^a) \leq M, \forall a \in V^v, A = Ext(a) \\
& \sum_{A \in \Theta(a)} x_A^a = 1, \forall a \in V^v \\
& 0 \leq f_{AB}^{ab} \leq 1 \\
& x_A^a \in \{0, 1\}
\end{align*}
\]
Remarks:

The objective of the MIP is to minimize the maximum utilization of any link in the SN.

Constraints (3.2)-(3.4) are the flow related constraints. Assume there exists a virtual link \((a, b)\) between virtual nodes \(a\) and \(b\), i.e., that the traffic between them \(t_{ab} > 0\). Constraint (2.2) specifies that all traffic between \(a\) and \(b\) must pass through the mirror nodes that are connected to virtual node \(a\) in the augmenting graph. Similarly, constraint (2.3) ensures that all traffic will be routed to virtual node \(b\) via mirror nodes connected to that node in the augmented graph. Constraint (2.4) is the flow conservation constraint, and ensures that the net traffic in and out of a substrate node is zero.

Constraints (3.5) and (3.6) are the substrate link and node capacity constraints, respectively. Constraint (3.5) states that the total amount of traffic on a substrate link may not exceed \(\lambda\) times its capacity, while constraint (3.6) asserts that the resource requirement on a substrate node may not exceed \(\rho\lambda\) times its capacity.

Constraint (3.7) maintains consistency between decision variables \(x\) and \(f\), as it guarantees that, if virtual node \(a\) is mapped onto substrate node \(A\), then all traffic associated with \(a\) will go through the augmented link between node \(a\) and the mirror node \(A'\).

Constraint (3.8) ensures that the number of virtual nodes to be migrated does not exceed the threshold \(M\). Here, \(Ext(a)\) stands for the substrate node upon which virtual node \(a\) is mapped prior to reconfiguration. If, after reconfiguration, virtual node \(a\) is still placed upon substrate node \(A = Ext(a)\), then the term \((1 - x^a_A)\) will be 0. Thus, the sum on the left hand side of the constraint equals the number of virtual nodes that are remapped due to reconfiguration.

Constraint (3.9) ensures that each virtual node is mapped to exactly one substrate node, while the last two constraints define the range of the decision variables.

3.3 Reconfiguration Algorithm

Since VNR is an NP-hard problem, to tackle it efficiently we decompose it into two subproblems, namely, virtual node selection and virtual node remapping, described below.

Virtual Node Selection. Inspired by the work of [18], we use an LP relaxation based approach to select the virtual node to be migrated. First, we relax the integral constraints on variables \(x^a_A\), i.e., constraints (3.11), and solve the resulting linear programming problem.
Hence, virtual node selection is carried out by jointly considering the load on substrate links and nodes. Although LP problems are solvable in polynomial time, the computation time may be prohibitive for large-scale networks. To overcome this difficulty, we propose an approximation algorithm to obtain a near-optimal solution with small computation overhead. As a result, the delay to reach a reconfiguration decision may be kept low.

Once the LP problem is solved (optimally or using the approximation algorithm), we ascending sort variables $x_a^A$, where $A = Ext(a)$. Note that we can think of $x_a^A$ as the likelihood that virtual node $a$ is to remain in the same substrate node $A$. Consequently, we mark the $M$ virtual nodes with the smallest value of $x_a^A$ as the nodes to be migrated.

**Virtual Node Remapping:** We have developed an algorithm based on a random walk on a Markov chain to filter substrate nodes for the virtual nodes selected in the solution to the previous subproblem, and use a MIP to map them back to the substrate network. This remapping phase takes into account load balancing across the substrate nodes and links.

### 3.3.1 Virtual Node Selection

As we mentioned above, solving a large-scale LP problem is computationally expensive, and may result in long reconfiguration delays that are not acceptable in an online scenario such as the one we are considering. Furthermore, we note that solving the LP problem exactly is *not* necessary: our focus is not on the exact values of variables $x_a^A$ but rather on their relative values, since the goal is to rank virtual nodes based on their likelihood to be migrated. With this in mind, we build upon the work of [36] to design an approximation algorithm to obtain a near-optimal solution to the relaxed LP.

**Path-based Formulation**

In order to develop the approximation algorithm, we first present a path-based formulation that is equivalent to the link-arc MIP formulation (3.1)-(3.11), and relax the integral constraints. The path-based formulation is based on the observation that, by construction, the augmented graph imposes a connection between the mapping of a virtual node and routing. Specifically, if there is traffic flow between a virtual node $a$ and a mirror node $A'$, this implies a mapping of $a$ onto substrate node $A$.

For simplicity, we denote the edges of the augmented graph between a substrate node $A$ and its mirror node $A'$ as $e^A$, and its capacity as $c(e^A)$ (recall that this is equal to the
capacity of the corresponding substrate node). Similarly, we denote edges representing substrate links as $e$, and their capacity as $c(e)$. Let $P_{ab}$ be the set of paths between virtual nodes $a$ and $b$, and $T_a$ denote the traffic originating at virtual node $a$, i.e., $T_a = \sum_{b \in V_v} t_{ab}$. We define the decision variables $x(p)$ as the amount of flow routed along path $p$. We also define $r_p^a$ as a normalization factor which builds an association between the routing of the flow and the mapping of virtual nodes to substrate nodes: if routing flow along path $p$ indicates that virtual node $a$ is mapped onto substrate node $A$, then $r_p^a = Req_a / T_a$.

Note also that, since the flow on a path $p$ indicates the substrate node to which the virtual nodes generating that flow are mapped, it also indicates whether or not these virtual nodes are to be migrated. Therefore, we introduce binary parameter $\eta_p^a$ defined as follows: if path $x(p)$ indicates that virtual node $a$ is to be migrated, then $\eta_p^a = 1$, otherwise $\eta_p^a = 0$.

Based on these observations, we have the following path-based LP formulation of the relaxed version of the above MIP problem.

**LP Formulation:**

\[
\begin{align*}
\text{min} & \quad \lambda \\
\text{s.t.} & \quad \sum_{p : e \in p} x(p) \leq \lambda c(e), \quad \forall e \in E^s & (3.13) \\
& \quad \sum_{p : e \in A \in p} r_p^a x(p) \leq \rho \lambda c(e^A), \forall A \in V^s & (3.14) \\
& \quad \sum_{p \in P_{ab}} x(p) \geq t_{ab}, \quad \forall a, b \in V^v & (3.15) \\
& \quad \sum_{p, a} \eta_p^a \frac{t_{ab}}{T_a} x(p) \leq M & (3.16) \\
& \quad x(p) \geq 0, \quad \forall p. & (3.17)
\end{align*}
\]

Similar to the link-arc form, the objective function of the LP is to minimize the maximum utilization of the substrate links and nodes. Constraint (3.13) enforces the capacity constraints for substrate links, and is equivalent to constraint (3.5). Constraint (3.14) represents the capacity constraint for substrate nodes. Based on the information from
the augmenting graph, routing an amount \( x(p) \) of traffic along this path determines the virtual nodes to be mapped to the substrate nodes at both ends of the path. Based on the definition of \( r_p^a \), and combined with equation (3.18), one can verify that \( \sum_{p:e \in p} r_p^a x(p) \) is the total amount of node resource requests placed on substrate node \( A \) from path \( p \). By summing up over all paths \( p \) that contain this node \( A \), constraint (3.14) is equivalent to constraint (3.6).

Constraint (3.15) ensures the traffic demand is satisfied. As this constraint considers only the paths \( p \) between two specific virtual nodes in the augmented graph, and only non-negative flow is routed along each path \( p \), we conclude that constraints (3.2) to (3.4) are satisfied.

Constraint (3.16) is equivalent to constraint (3.8), which ensures that the total number of virtual nodes to be migrated does not exceed the given threshold \( M \). Since \( \eta_p^a / T_a x(p) > 0 \) only when path \( p \) indicates migration of virtual node \( a \), the sum of all paths associated with virtual node \( a \) indicates the fraction of virtual node \( a \) to be migrated; consequently, the sum over all paths and all virtual nodes, \( \sum_{p,a} \eta_p^a / T_a x(p) \), indicates the total (non-integer) number of virtual nodes to be migrated.

In addition, based on equation (3.18) below, one can verify that with an integer solution, each virtual node is mapped onto one and only one substrate node, satisfying constraint (3.9).

Finally, to prove that this path-based LP formulation is equivalent to the MIP problem we discussed in Chapter 3.2 when we relax the integral constraint, we now show how to obtain the values of the decision variables of the MIP problem from the LP solution \( x(p) \).

First note that \( x_A^a \) is no longer a binary variable but rather takes values in \([0, 1]\) and represents the fraction of traffic from virtual node \( a \) that goes through substrate node \( A \), i.e., it is routed along the edge \((a, A')\) in the augmented graph. Therefore, we may obtain \( x_A^a \) as the ratio of the traffic on that path to the total traffic originating at \( a \):

\[
x_A^a = \sum_{p:(a, A') \in P_p} x(p) / T_a \tag{3.18}
\]

Similarly, \( f_{AB}^{ab} \) may be obtained by taking the ratio of the amount of traffic that passes through an edge \((A, B)\) over the total traffic from virtual node \( a \) to \( b \), i.e.,

\[
f_{AB}^{ab} = \sum_{p:(AB) \in P_p, p \in P_{ab}} x(p) / t_{ab} \tag{3.19}
\]
Equivalent Form–Minimum Cost Multi-Commodity Flow Problem

From our previous discussion, we know that the routing of traffic implies the mapping of virtual nodes. Therefore, we may then tackle the above LP as a minimum cost multi-commodity flow (MCMC) problem: we consider traffic between each pair \((a, b)\) of virtual nodes as a commodity that needs to be shipped across the augmented graph, and our goal is to ship the maximum amount of commodity without violating cost and capacity constraints. To this end, we re-organize the previous path-based LP as follows.

MCMCF Formulation:

\[
\text{max } \lambda \\
\text{s.t.}
\]

\[
\sum_{p \in P} x(p) \leq c(e), \quad \forall e \in E^s
\]  \hspace{1cm} (3.21)

\[
\sum_{p \in A \in p} r^a_p x(p) \leq \rho c(A), \quad a : (aA'or A'a) \in p, \forall A \in V^s
\]  \hspace{1cm} (3.22)

\[
\sum_{p \in P_{ab}} x(p) \geq \lambda t_{ab}, \quad \forall a, b \in N^v
\]  \hspace{1cm} (3.23)

\[
\sum_{p,a} \eta^a_p x(p) \leq \sigma M
\]  \hspace{1cm} (3.24)

\[
x(p) \geq 0, \quad \forall p
\]  \hspace{1cm} (3.25)

Constraints (3.21) and (3.22) are the capacity constraints, while constraint (3.24) is the cost constraint. To see this, recall the way we defined the edge cost for the augmented graph in Chapter 3.2: non-zero cost edges only exist between each virtual node and mirror substrate nodes to which this virtual node is not currently mapped. Therefore, routing an amount \(x(p)\) of flow along path \(p\) that contains a new substrate node (and hence, implies migration of virtual node \(a\)) implies a cost of \(x(p)/T_a\); otherwise, the cost is zero. As a result, the cost of routing all the flow is given by the left-hand side of (3.24). Thus, constraint (3.24) ensures that the total cost of sending commodities across the network is kept below a predefined threshold \(\sigma M\), where \(\sigma\) is a parameter (more on \(\sigma\) shortly).

Note that the MCMCF formulation aims to maximize the demand (scaled by \(\lambda\) in (3.23)) to be routed across the augmented graph with a fixed amount of capac-
ity, whereas the LP formulation aims to maximize the capacity (scaled by $\lambda$ in (3.13) and (3.14)) to carry the given demand. Therefore, an optimal solution $(\lambda^*, x^*(p))$ to one problem will also be an optimal solution to the other, as long as we let $\sigma = \lambda^*$ in (3.24). Since, however, we do not know $\lambda^*$ a priori, we will discuss later in this chapter how to obtain a value for $\sigma$ that is close to $\lambda^*$.

In [36], a fully polynomial time approximation scheme (FPTAS) has been proposed to solve an LP-based MCMCF approximately. Specifically, the FPTAS obtains a solution that is within a factor of $(1 + \omega)$ of the optimal solution and runs in time $\tilde{O}(\omega^{-2}|E|^2)$, where $E$ is the number of edges in the augmenting graph.

Our MCMCF formulation above is similar to the MCMCF problem in [36], except that we have two sets of capacity constraints instead of one. The existence of two sets of capacity constraints means that the FPTAS of [36] may not be directly applied to solve our problem. In the remainder of this chapter, we show how to extend the FPTAS of [36] to obtain one for our problem.
**Dual Problem**

We start by stating the dual form of the MCMCF problem.

**Decision Variables:**

- $l(e)$: Associated with constraint (3.21), interpreted as the length of substrate edge on augmented graph.
- $l(e^A)$: Associated with constraint (3.22), interpreted as length of the edge between a substrate and mirror substrate node.
- $z(ab)$: Associated with constraint (3.23), interpreted as the shortest path between $a$ and $b$.
- $\phi$: Associated with constraint (3.24), interpreted as the penalty factor for migration.

**Dual Problem Formulation**

$$
\min_{l, \phi} D(l, \phi) = \sum_e c(e)l(e) + \rho \sum_{e^A} c(e^A)l(e^A) + \sigma M \phi \quad (3.26)
$$

s.t.

$$
\sum_{e \in p} l(e) + r^a_p l(e^A) + r^b_p l(e^B) + \left( \frac{\eta^a_p}{T_a} + \frac{\eta^b_p}{T_b} \right) \phi \geq z(ab), \ \forall p \in G^{aug}, \ \forall a, b \quad (3.27)
$$

$$
\sum_{ab} t_{ab} z(ab) \geq 1 \quad (3.28)
$$

We denote the dual objective as $D(l, \phi)$ in (3.26), which consists of two parts: total length of the augmenting graph $\sum c(e)l(e) + \rho \sum c(e^A)l(e^A)$ weighted by the edge capacity, and weighted migration penalty $\sigma M \phi$. Therefore, the dual problem can then be seen as an assignment of length functions $l(e)$, $l(e^A)$ to the edges of the augmented graph, and penalty factor $\phi$ such that the weighted sum $D(l, \phi)$ is minimized.

We define the length of a path between virtual node $a$ and $b$ under the length function as follows:

$$
\sum_{e \in p} l(e) + r^a_p l(e^A) + r^b_p l(e^B) + \left( \frac{\eta^a_p}{T_a} + \frac{\eta^b_p}{T_b} \right) \phi \quad (3.29)
$$

More specifically, if path $p$ implies no migration for either $a$ or $b$, then the distance
between $a$ and $b$ will be measured by the length function; otherwise, for each virtual node to be migrated, an additional penalty of $\phi/T$ is incurred. When we have a feasible solution to the dual problem, we interpret $z(ab)$ as the shortest path between virtual nodes $a$ and $b$ under the length function and penalty factor.

We now design a primal-dual approximation algorithm to solve the MCMCF problem.

**FPTAS Algorithm to Solve the MCMCF**

The FPTAS for the MCMCF problem is shown as Algorithm 1, and is based on the FPTAS in [36]. At a high level, the algorithm operates as follows. We assign an initial length to all edges, and then we iteratively route flow along the shortest path. We determine $\delta$ and precision factor $\epsilon$ in the same way as in [36].

The length of a path $p$ is defined in (3.29). Each time we send flow along path $p$, the length of each edge along this path increases, thus reducing the likelihood that subsequent flow will follow this edge. This helps to spread traffic evenly among all edges and increases the overall throughput.

The algorithm proceeds in phases, each phase having $|V^*|$ iterations. During the $a^{th}$ iteration, we route the flow along the shortest path between virtual node $a$ and all its neighbors in the VN under the current length function and penalty factor. For example, if virtual nodes $a$ and $b$ are neighbors in the VN with traffic demand $t_{ab}$, then in the iteration corresponding to node $a$, we route $t_{ab}$ amount of flow between virtual nodes $a$ and $b$.

Without loss of generality, we make the following two assumptions:

- In each phase, the amount of traffic generated by each virtual node is non-decreasing.
  In other words, once at a certain iteration we route all traffic between virtual node $a$ and all its neighbors, no virtual node in a subsequent iteration will generate more traffic than $a$.

- The total number of virtual nodes we allow to be migrated is at least two.

The first assumption can be achieved easily by considering virtual nodes in increasing order of the traffic they generate. As for the second assumption, if we allow no more than one virtual node to be migrated, then we may simply solve this problem by a greedy algorithm that examines the performance of migrating one virtual node to another substrate node, and pick the node that produces the best result.
Algorithm 5 FPTAS for MCMCF

**Input:**
- $G^\text{aug}$: augmented graph, $c(e)$: substrate link capacity
- $c(e^A)$: substrate node capacity
- $t_{ab}$: traffic between $a$ and $b$
- $r_p^a$: normalizing factor, $T_a$: total traffic from $a$
- $\epsilon$: precision factor, $\rho$: balancing factor
- $\sigma$: parameter for initial length

**Output:**
- $\lambda$: maximum utilization of substrate link
- $x(p)$: assignment of flow to the substrate network

1: Initialize $l(e) = \delta/c(e)$, $l(A) = \delta/\rho c(e^A)$, $\phi = \delta/M$

2: while $D(l, \phi) < 1$ do
   ▶ Phase
   3: for $a = 1, 2, \ldots, |V^v|$ do
      ▶ Iteration
      4: $t'^r_{ab} = t_{ab}$, $b = 1, \ldots, |V^v|
         ▶ Remain Traffic
      5: $c'(e) := c(e)$
         ▶ Remain Capacity
      6: while $D(l, \phi) < 1$ and $t'^r_{ab} > 0, \exists k$ do
         ▶ Step
      7: $SPT_a :=$ shortest path tree rooted on node $a$
      8: for all $b$ with $t'^r_{ab} > 0$ do
         ▶ Find min remaining capacity on path $p_{ab}$
      9: $c := \min\{c(e)^1, \frac{1}{\rho} \rho c(e^A), \frac{1}{\rho} \rho c(e^B)\}$
         $p_{ab} \in SPT_a, e, e^A, e^B \in p_{ab}$
      10: Route flow along $p_{ab}$
      11: ▶ Update edge length, capacity and cost
      12: $c'(e) := c'(e) - c, e \in p_{ab}$
      13: $t'^r_{ab} = t'^r_{ab} - c$
      14: $l(e) = (1 + \epsilon c/c(e))l(e)$
      15: $l(e^A) = (1 + \epsilon r^a p c(e^A))l(e^A)$
      16: $l(e^B) = (1 + \epsilon r^b p c(e^B))l(e^B)$
      17: $\phi := (1 + \epsilon n^a_p/T_a M + \epsilon n^b_p/T_b M)\phi$
      18: end for
      19: end while
   20: end for
21: end while
22: Scale down the flow to obtain feasible solution.
The $a^{th}$ iteration of each phase of the algorithm considers traffic from virtual node $a$ and terminates when all traffic from that node has been routed. At each step of the $a^{th}$ iteration, we build a Dijkstra shortest path tree rooted on vertex $a$ of the augmented graph. Flow is routed along the shortest path, and the amount of flow routed between each pair of virtual nodes is equivalent to the minimum remaining edge capacity along this shortest path. In particular, the flow we put on the augmented edge that represents the substrate node is $r_p^a$ times the flow we put elsewhere. In terms of minimum capacity along the path, capacity of the augmenting edge is factorized by $1/r_p^a$ to ensure that the substrate node is not overloaded.

Each time we route flow along a particular edge, the remaining capacity of that edge is updated accordingly, along with the length function $l(e)$ and $\phi$. If the remaining flow is less than the capacity of the edge, we route all remaining flow along the shortest path. The algorithm will terminate when the weighted sum in (3.26) $D(l, \phi) \geq 1$.

Note that the total amount of flow we route will violate the capacity constraints. To obtain a feasible solution, we determine the most congested links and we also compute the total number of migrated nodes from $x(p)$. Let $\Delta$ be the maximum ratio by which any of the constraints are violated. Then, we scale down the all the flows by a factor of $\Delta$ to obtain a feasible solution.

Using proof techniques similar to the ones in [36], we can show that this algorithm obtains a solution that is within $1 + \omega$ of the optimal one, and its runtime is $\tilde{O}(\omega^{-2}|E|^2)$.

**Proof.** The FTPAS algorithm to solve the MCMCF problem consists of phases, iteration, and steps. Assume on step $s$ of $i^{th}$ phase, $a^{th}$ iteration, we route flow from the $a^{th}$ virtual node across the network. We denote the length of the substrate links and augmenting links as $l(e)$ and $l(e^A)$ respectively. Also, we denote the penalty factor to present the cost of link as $\phi$.

Base on how we route the flow across the network, the following equations would hold:

$$l_{i,a}^s(e) = l_{i,a}^{s-1}(e)[1 + \epsilon \frac{\text{total new flow through } e}{c(e)}]$$
$$= l_{i,a}^{s-1}(e)[1 + \epsilon \sum_b f_{i,a,s-1}^j e^b]$$

(3.30)

The $f_{i,a,s-1}^j(e)$ stands for the flow we route on the link $e$ along path $p$ during this step.
Similarly, for augmenting link:

\[ l^s_{i,a}(e^A) = l^{s-1}_{i,a}(e^A)[1 + \epsilon \frac{\sum_b r_p f^{a\rightarrow b}_{i,a,s-1}}{c(e^A)}] \]  

(3.31)

For the penalty factor:

\[ \phi^s_{i,a} = \phi^{s-1}_{i,a}\{1 + \frac{\epsilon \sum_b f^{a\rightarrow b}_{i,a,s-1}}{N} \left( \eta_a^p \frac{T_a}{T_b} + \eta_b^p \right) \} \]  

(3.32)

One observation is that the following inequality would hold for \( l^s_{i,a}(e) \), \( l^s_{i,a}(e^A) \) and \( \phi^s_{i,a} \) respectively:

\[ l^s_{i,a}(e) \leq (1 + \epsilon)l^{s-1}_{i,a}(e) \]

\[ l^s_{i,a}(e^A) \leq (1 + \epsilon)l^{s-1}_{i,a}(e^A) \]  

(3.33)

\[ \phi^s_{i,a} \leq (1 + \epsilon)\phi^{s-1}_{i,a} \]

The first two equations can be easily verified, as in each step, we do not allow more flow to be routed on the substrate links and augmenting links than its capacity. As for the third inequality, because the total flow we route will be no greater than the total flow requirement \( T_a \), we know that \( \sum_b f^{a\rightarrow b}_{i,a,s-1} \leq T_b \). Based on our two assumptions in 3.3, we know that \( T_b \geq T_b \), and \( N \geq 2 \). Thus,

\[ \phi^s_{i,a} \leq \phi^{s-1}_{i,a}\{1 + \frac{2\epsilon}{N}\} \leq (1 + \epsilon)\phi^{s-1}_{i,a} \]

Using the equations (3.31) to (3.33), relationships can be established for \( D(l^s_{i,a}, \phi^s_{i,a}) \) and \( D(l^{s-1}_{i,a}, \phi^{s-1}_{i,a}) \):

\[ D(l^s_{i,a}, \phi^s_{i,a}) = \sum_e c(e)l^s_{i,a}(e) + \sum_e c(e^A)l^s_{i,a}(e^A) + \sigma N \phi^{s-1}_{i,a} \]

\[ = D(l^{s-1}_{i,a}, \phi^{s-1}_{i,a}) + \epsilon \sum_e \sum_b f^{a\rightarrow b}_{i,a,s-1}l^{s-1}_{i,a}(e) \]

\[ + \epsilon \sum_{e^A} \sum_b r_p f^{a\rightarrow b}_{i,a,s-1}l_{i,a}(e^A) \]

\[ + \epsilon \{ \sum_b f^{a\rightarrow b}_{i,a,s-1}(\eta_a^p \frac{T_a}{T_b} + \eta_b^p) \} \phi^{s-1}_{i,a} \]  

(3.34)
By changing the order of summation:

\[
\sum_e \sum_b f_{i,a,s}^{e \to b} l_{i,a}^{s-1} (e) = \sum_b f_{i,a,s}^{e \to b} \sum_e l_{i,a}^{s-1} (e)
\]

\[
\sum_e \sum_{e^A} r_{p}^{a \to b} f_{i,a,s}^{e \to b} l_{i,a}^{s-1} (e^A) = \sum_b f_{i,a,s}^{e \to b} \sum_{e^A} r_{p}^{a} l_{i,a}^{s-1} (e^A)
\]

(3.35)

We shall obtain:

\[
D(l_{i,a}^s, \phi_{i,a}^s) = D(l_{i,a}^{s-1}, \phi_{i,a}^{s-1}) + \epsilon \sum_b f_{i,a,s}^{e \to b} \{ \sum_e l_{i,a}^{s-1} (e) \\
+ r_{p}^{a} l_{i,a}^{s-1} (e^A) + r_{e^m}^{a} l_{i,a}^{s-1} (e^{m'}) + \left( \frac{\eta_{p}^{a}}{T_{a}} + \frac{\eta_{p}^{b}}{T_{b}} \right) \phi_{i,a}^{s-1} \}
\]

Observe that the last part is the shortest path length between node \(a\) and \(b\), this will give us:

\[
D(l_{i,a}^s, \phi_{i,a}^s) = D(l_{i,a}^{s-1}, \phi_{i,a}^{s-1}) + \epsilon \sum_b f_{i,a,s}^{e \to b} \text{dist}_{ab}(l_{i,a}^{s-1}, \phi_{i,a}^{s-1})
\]

(3.36)

As \(l_{i,a}^s\) is non-decreasing function, we can obtain that

\[
D(l_{i,1}^s) \leq D(l_{i-1,1}^s) + \epsilon \alpha(l_{i,1}^0)
\]

(3.37)

Based on the set of inequalities in (3.33) and (3.37), the rest of the proof will the same in [36], which would show that this algorithm would solve the LP problem in \(\tilde{O}(\omega^{-2}m^2)\) time with \(1 + \omega\) optimal ratio.

**Bisection Search for \(\sigma\)**

Recall that in the MCMCF formulation, we must set parameter \(\sigma = \lambda^*\) in order to solve the problem and obtain the optimal assignment of routes. Since we do not know \(\lambda^*\) in advance, we first establish lower and upper bounds for \(\sigma\) and then carry out a binary search to find a value for \(\sigma\) that yields a solution close to \(\lambda^*\).

As reconfiguration shall yield a solution no-worse than the current configurations, its throughput shall serve as lower-bound for \(\sigma\). The upper-bound of the throughput is when the load on substrate links or nodes is completely balanced, in another word, we take the minimum ratio of \{link resource/link request, node resource/node request\} as the
Algorithm 6 Overall Algorithm for MCMCF

Input:
- $\sigma^L$: $\sigma$ upper bound
- $\sigma^U$: $\sigma$ lower bound

Output:
- Collection of nodes to be migrated.

1: Construct the augmented graph $G^a$
2: Find lower and upper-bound, $\sigma^L$ and $\sigma^U$
3: while $\sigma \neq \lambda^E$ do
4: setting $\sigma^E = (\sigma^L + \sigma^U)/2$
5: $x(p), \lambda(\sigma^E) \leftarrow$ solve MCMCF by FPTAS
6: if $\sigma^E > \lambda(\sigma^E)$: $\sigma^U = \lambda(\sigma^E)$, else: $\sigma^L = \lambda(\sigma^E)$
7: end while
8: Obtain the migration indicator from $x(p)$ from (3.18)
9: Select virtual nodes with largest migration indicator given upper bound for the throughput value.

With the upper and lower bound established, we can then carry out the bisection search for a suitable $\sigma$. We denote the upper and lower-bound for $\sigma$ as $\sigma^U$ and $\sigma^L$ respectively. We use the mid-point of the interval, $(\sigma^L + \sigma^U)/2$ as estimated $\sigma^E$. The bisection will terminate if the throughput achievable via FPTAS, $\lambda(\sigma^E)$, is close to $\sigma^E$, otherwise, we shall update $\sigma^L$ and $\sigma^U$ accordingly and iteratively repeat the process until this we find $\sigma$.

Complete Algorithm

The algorithm for virtual nodes selection is shown as Algorithm 2. We first construct augmented graph that includes the SN and VNs, and then we iteratively solve the MCMCF problem with a given parameter $\sigma$. We terminate this process once we identify an appropriate value for $\sigma$.

After normalization, we obtain the migration $x^a_A$ based on the assignment of flow in the primal problem according to equation (3.18), and we use this value of the indicator for virtual node migration. Then, we select $M$ virtual nodes with the largest migration indicator, mark them for reconfiguration, and pass them to the second subproblem that we discuss next.
3.3.2 Remapping of Selected Virtual Nodes

Inspired by the work of [29] and [15], we propose an algorithm to map the virtual nodes selected by the previous subproblem onto new substrate nodes, based on random walk on a Markov chain. For each virtual node \( a \) to be migrated, the algorithm assigns a numerical value to each substrate node \( A \) that represents the fitness of mapping \( a \) to \( A \). We use this fitness value to reduce the search space for placing a virtual node. Specifically, for each virtual node, we select the \( N_s \) substrate nodes with the highest fitness value, and then search for the most suitable substrate node using an MIP.

The algorithm to assign a fitness value to the substrate nodes is presented as Algorithm 3. First, we compute the remaining link capacity \( c'(e) \) after removing the virtual nodes to be migrated. For each virtual node to be migrated, we compute the traffic between this node and all the substrate nodes. For example, if node \( a \) is selected for migration, and it communicates with nodes \( b \) and \( d \), both of whom are mapped on substrate node \( A \), the amount of traffic between \( a \) and \( A \) is \( t_{ab} + t_{ad} \). Based on this value, we generate a probability vector for virtual node \( a \) that represents the initial probability of mapping \( a \) to each substrate node \( A \):

\[
\pi_{a\rightarrow A}^{(0)} = \frac{\sum_{b \rightarrow A} t_{ab}}{\sum_b t_{ab}}
\]

(3.38)

We also generate the transition probability matrix by letting the transition probability from \( A \) to \( B \) as:

\[
 tp_{AB} = \frac{c'(e_{AB})}{\sum_D c'(e_{AD})}
\]

(3.39)

At each step, the probability \( \pi_{a\rightarrow A}^{(t+1)} \) is updated by the follows expression:

\[
\pi_{a\rightarrow A}^{(t+1)} = \mu \pi_{a\rightarrow A}^{(t)} + (1 - \mu) \sum_B \gamma_{AB}^t t_{PAB} \pi_{a\rightarrow B}^{(t)}
\]

(3.40)

where \( \mu \) is a smoothing factor which controls the rate of transition. The term \( \gamma_{AB}^t \) is defined as

\[
\gamma_{a,B}^t = \pi_{a\rightarrow B}^{(t)} / \sum_a \pi_{a\rightarrow B}^{(t)}
\]

(3.41)

and captures the interference between the placement of different virtual nodes on the substrate link.
Algorithm 7 Selection of Candidate Substrate Nodes

Input: $c^r(e)$: remaining substrate link capacity
$t_{ab}$: traffic between virtual node $a$ and $b$
$T_M$: number of iterations for random walk
$N_s$: number of candidate substrate node to be selected

Output:
Set of candidate substrate nodes for each virtual node

1: For each virtual node $a$, construct initial probability distribution on according to equation (3.38)
2: Construct transition probability with equation (3.39)
3: for $j = 1, 2, \cdots, T_M$ do
4: Update probability distribution according to (3.40)
5: end for
6: For each virtual node $i$, select $N_s$ substrate network with largest probability distribution $\pi$

The algorithm terminates after a $T_M$ steps, at which time, for each virtual node $a$ to be migrated, we select the $N_s$ substrate nodes with the largest $\pi$ value as the candidate substrate nodes for migration.

The operation of this algorithm can be interpreted as follows. The initial probability values are determined by the intensity of traffic between a virtual node and a substrate node, such that a substrate node that receives more traffic from a virtual node will have higher weight in the remapping process. With this initial probability distribution, we start a random walk on the Markov chain. During the $t^{th}$ transition step, aside from $\pi^{(t-1)}$, the probability distribution from the previous step, two additional factors affect the transition rate: the remaining link capacity, and parameter $\mu$. Specifically, the transition rate is proportional to the remaining link capacity, meaning that virtual nodes are more likely to be placed onto substrate nodes with a larger amount of available link capacity towards the destination. Also, the transition rate is affected by the value for other virtual nodes, i.e., if a link is likely to be shared among several virtual links, the available network resource decreases accordingly, and the probability of sharing also decreases. We note that we have the algorithm terminate after a fixed number of steps, instead of when the probability vector converges. This helps with increasing locality in the mapping, as it tends to place a virtual node upon a substrate node close to other substrate nodes it communicates with, which in turn helps reduce the overall traffic.
In summary, by constructing a Markov chain in the above manner, and carrying out a random walk for a fixed number of iterations, we obtain a probability vector that represents the likelihood of placing the selected virtual nodes onto substrate nodes. The probability reflects the fitness of placement by taking into account available bandwidth, interference with other nodes, and locality of communication. For each virtual node, we select $N_s$ substrate nodes as candidates.

As a final step, given the above probability vector, we determine a new mapping of the selected virtual nodes onto the substrate network by solving an MIP which aims at minimizing jointly the node utilization, link utilization, and cost of flow. This MIP can be efficiently solved by setting $N_s$ to a small number. The formulation, in essence, is similar to MIP formulation in Chapter III.

### 3.4 Evaluation

We consider three different schemes in our evaluation study:

1. no reconfiguration (no-rcnfg),

2. reconfiguration of virtual links only (l-rcnfg) using the algorithm in [61], and

3. reconfiguration of both virtual links and nodes (ln-rcnfg($M$)) with our proposed algorithm, where $M$ stands for the maximum number of nodes that may be migrated during each iteration; we use $M = 2, 4, 6$ in this study.

We compare the three schemes on three performance metrics: maximum (substrate) link utilization, maximum (substrate) node utilization, and InP revenue, defined as the sum, over all requests, of the bandwidth and node resource request of a request times the request’s lifetime.

For the experiments, we developed an embedding testbed similar to the one in [61]. The topology of the substrate network and the virtual network requests are generated by the GT-ITM modeling tool [1] The substrate network consists of 50 nodes. The capacity of the substrate links and nodes follow a uniform distribution in $[50, 100]$. The number of virtual nodes in each request is an integer uniformly distributed in $[2, 10]$, while the requirements of virtual nodes and links are also uniformly distributed in $[20, 40]$.

The arrival and departure intervals of the virtual requests follow an exponential distribution, with a mean inter-arrival time of 10 and a mean inter-departure time of 100.
For each simulation, we generate 1000 virtual requests, and embed each arriving virtual using the same virtual network embedding algorithm of [61]. We assume that reconfiguration takes place periodically at constant intervals, and we vary the interval between reconfiguration events. And for each VM to be migrated, we select $N_s = 10$ substrate nodes as candidate substrate nodes.

Figure 3.3 plots the maximum link utilization under three different cases. Compared to the case of no reconfiguration (non-rcnfg), our algorithm (ln-rcnfg) reduces link utilization by at least 28%, and further as the maximum number $M$ of nodes to be migrated increases. Compared to reconfiguration of virtual links only (l-rcnfg), our scheme decreases the maximum link utilization up to 15% when $M = 6$. Figure 3.4 plots the maximum node utilization. Again, our algorithm improves upon the no- or link only-reconfiguration by up to 22%, but the results show that the improvement is sensitive to the value of $M$, which must be selected appropriately.

Finally, the revenue of the infrastructure provider is shown in Figure 3.5. As we can see, link only reconfiguration results in higher revenue than no reconfiguration, as expected, as it may accommodate additional requests. Our algorithm provides further increase in revenue, between 12-36% compared to link-only reconfiguration, and from 17-50% compared to no reconfiguration.

We note that revenue and resource utilization are two seemingly conflicting goals, since an increase in revenue often implies higher resource utilization as more demands are mapped onto the physical infrastructure. An important insight that we gain from the above set of results, is that a tradeoff between utilization and revenue does not necessarily exist. Migrating a small fraction of virtual nodes will not only help accommodate additional virtual network requests, but will also drive down resource utilization. In other words, by using intelligent algorithms such as the ones we presented in this work, the InP may benefit from an increase in revenue while also providing customer with better service.
Figure 3.3: Maximum link utilization vs. number of reconfiguration events

Figure 3.4: Maximum node utilization vs. number of reconfiguration events
Figure 3.5: InP revenue vs. number of reconfiguration events
Chapter 4

Service Chain Routing in Network Function Virtualization

In this chapter, we focus on the service chain routing in an online scenario, and we present the algorithm to find a feasible routing of the service chain with respect to the service ordering constraints. The objective is to improve network performance by minimizing the maximum congestion. Under a reasonable assumption that is satisfied in practice, i.e., that congestion does not result from a single request, we prove that this algorithm is $O(\log m)$-competitive, where $m$ is the number of edges in the network graph. We further show that this competitive ratio is asymptotically optimal.

In Chapter 4.1 we review the literature in this field. In Chapter 4.2, we present the model for the network and service requests, and formally define the service chain routing problem we consider. In Chapter 4.3, we present an online algorithm to minimize the maximum congestion and derive its competitive ratio.

4.1 Related Work for Service Chain Routing Problem

In recent years, research efforts have been directed towards the service chain embedding problem, and a survey of resource allocation problems in NFV was presented in [32]. A majority of these works [40,42,57,59] addressed an offline problem, where the aggregated requests need to be mapped onto the underlying network in one shot, under various em-
bedding objectives and scenarios. In [40,59], the authors considered the throughput maximization problem and proposed a randomized algorithm with performance guarantees, with applications to inter-datacenter networks and cellular networks. In [57], the authors considered the placement of VNFs and routing the traffic with a heuristic algorithm so as to minimize the expensive optical/electrical/optical conversions in datacenters. In [42], a heuristic algorithm based on game theory was proposed to place the virtual network functions and route the traffic to minimize operational cost.

Apart from the works that addressed the offline service chain routing problem, there also exist several studies that consider the online case. In [10], a service chain orchestration routing strategy was proposed to route the traffic so as to satisfy the service ordering constraints. However, the underlying link load and capacity were not taken into account in that work. In [24], the authors presented a multipath routing algorithm for online service provisioning, which was obtained by solving a linear programming problem, while in [60], the authors proposed an admission control scheme to admit and route online requests. In this work, on the other hand, we consider the online problem of routing unicast traffic along a single path.

The two studies most related to our work are [21, 43]. The objective of both is to map incoming network service requests to the physical network with finite capacity, and jointly consider the service chain embedding problem with admission control. In [43], the authors proposed an online algorithm that maximizes the number of admitted requests, under node capacity constraints, and has an $O(\log K)$ competitive ratio, where $K$ is the number of network functions in the service chain. A “standby” mode was introduced in [21] to defer the acceptance of a request when sufficient resources are not available. Under this architecture, the authors proposed an online algorithm for the service chain embedding problem with the objective of maximizing the revenue with link capacity considerations. In our work, we tackle the problem from a different perspective, i.e., we assume that all services are admitted and our objective is to embed the service chain in a way that minimizes the maximum congestion.
4.2 Network Model and Problem Formulations

4.2.1 Network Model

We model the network as an undirected graph $G = (V, E)$, with $n = |V|$ number of vertices, and $m = |E|$ number of edges. The edges are capacitated, with $c_{u,v}$ denoting the capacity of edge $(u, v) \in E$. For the ease of presentation, when the two endpoints of an edge are irrelevant, we denote the edge as $e \in E$, and its capacity as $c(e)$. The network supports a set of $L$ distinct network functions, $NF = \{NF_1, NF_2, \ldots, NF_L\}$, and each network function $NF_i$ is deployed (instantiated) at a subset $V_i \subseteq V$ of the network nodes. In addition, each network node may support an arbitrary number of the NFs. We assume that the placement of NFs on network nodes (i.e., the sets $V_i, l = 1, \ldots, L$) is provided as input to the problem.

4.2.2 Service Chain Request

We model the service chain request $C_i$ as a tuple $C_i = (src_i, dst_i, d_i(k), F_i)$, where $src_i$ and $dst_i$ are the source and destination nodes for the service chain and $F_i = \{f_{i}^{(1)}, f_{i}^{(2)}, \ldots, f_{i}^{(k_i)}\}$, $f_{i}^{(k)} \in NF$, is the set of network functions that the traffic of this request must traverse in the given order. We use $k_i$ to represent the number of NFs in the service chain $C_i$. Similar to the work in [44], we assume that some network functions (e.g., an encoder or WAN optimizer) may have traffic changing effects, such that the amount of traffic coming out of the network function be different than the amount of traffic that went in. As a result, the amount of traffic on each segment of the path may vary, and we use $d_i(k)$ to represent the amount of traffic on the $k$-th segment.

In this work, we assume that requests are permanent, i.e., once a request arrives it will never terminate; extending the algorithm to the scenario whereby requests have a certain holding time after which they release resources and leave the network is the subject of ongoing research.

4.2.3 Problem Formulation

Service requests are routed in an online fashion, such that each request is routed without any information about the arrival time, traffic volume, or network functions of the future requests. The service chain will be routed in a way that each packet passes through the
VNFs in a predefined order. We define the decision variable \( f_{i,k}^{u,v} \) to represent if the \( k^{th} \) segment of \( C_i \) is routed on the edge \((u, v)\). The objective is to route a new request \( C_i \) so as to minimize the maximum network congestion. We define the congestion metric after we route the request \( C_i \) as \( U_i = \max_{(u,v)} \sum_{i,k} f_{i,k}^{u,v} d_i(k)/c_{u,v} \).

Based on the above definitions, we formulate the online congestion minimization problem as the following integer linear programming problem (ILP):

\[
\begin{align*}
\text{minimize} & \quad U_R \\
\text{s.t.} & \quad \sum_{j \in \delta(\text{src})} f_{i,0}^{j,0} - \sum_{j \in \delta(\text{src})} f_{0,j}^{i,0} = 1 \\
& \quad \sum_{j \in \delta(\text{dst})} f_{i,k}^{j,k} - \sum_{j \in \delta(\text{dst})} f_{k,j}^{i,k} = -1 \\
& \quad \sum_{v \in F_k} \sum_{u \in \delta(v)} f_{u,v}^{i,k} - \sum_{v \in F_k} \sum_{u \in \delta(v)} f_{v,u}^{i,k} = 1, 1 \leq k < k_i \\
& \quad \sum_{u \in \delta(v)} f_{u,v}^{i,k} - \sum_{u \in \delta(v)} f_{v,u}^{i,k} = \sum_{u \in \delta(v)} f_{u,v}^{i,k+1} - \sum_{u \in \delta(v)} f_{v,u}^{i,k+1}, \\
& \quad 0 \leq k < k_i, v \in F_k \\
& \quad \sum_{u \in \delta(v)} f_{u,v}^{i,k} - \sum_{u \in \delta(v)} f_{v,u}^{i,k} = 0, v \notin F_k, 1 \leq k < k_i \\
& \quad \sum_{i,k,u,v} f_{i,k}^{u,v} \leq U_R c_{u,v} \\
& \quad f_{i,k}^{u,v} = \{0, 1\} \quad \forall i \leq R, \ w \in W_i
\end{align*}
\]

Expression (4.1) represents the objective of minimizing the maximum congestion at the time request \( C_R \) is routed. As we are solving an online problem, the same objective must have been applied to all earlier requests \( C_i, i < R \).

Constraint (4.2) to constraint (4.6) are the flow conservation constraints: Constraint (4.2) and constraint (4.3) respectively guarantee that the traffic originates from the source node and directs towards the destination node. Constraint (4.4) ensures that, for the \( k^{th} \) segment of the service chain, the traffic will be routed towards one of the VNFs in \( F_k \). And the constraint (4.5) ensures that the flow in and out of a single VNF is consistent. Because the traffic will be processed by one of the VNFs in \( F_k \), when the traffic comes out...
of this VNF, it will switch to the next segment. In another word, the destination VNF in the previous segment needs to be the source of the next segment. The constraint (4.4) and constraint (4.5) together ensure that the traffic will pass through the VNFs in a pre-defined order. Constraint (4.6) guarantees that the net flow in and out of a VNF remains 0. Those flow conservation constraints, combined with constraint (4.8) that enforces a binary value for the decision variable, ensures that all the traffic of one request will be routed along a single walk.

Lastly, (4.7) specifies that the total amount of traffic carried by any edge will not exceed the product of the edge capacity times $U_R$. Consequently, by minimizing $U_R$ in the objective function we minimize the maximum edge congestion.

### 4.3 Online Routing Algorithm

In this section, we propose an online service chain routing algorithm. We design the algorithm under two different considerations: first, minimizing the maximum link utilization, in which it achieves an asymptotically optimal competitive ratio of $O(\log m)$; second, reducing the number of hops for routing so as to lower the delay and packet loss rate. The algorithm is inspired by the virtual circuit routing problem [4] and routes each incoming request along the shortest walk under a customized length function. In the following, we first define a set of concepts used in developing the algorithm, and then provide the algorithm details and evaluate its performance.

#### 4.3.1 Definitions

**Valid Walk.** Observe that when a service chain $C_i$ is routed on a physical network, each segment of the traffic is routed along a path. This renders the routing of $C_i$ as a walk on the graph $G$. We use $W_i$ to denote the set of all valid walks for request $C_i$, i.e., the walks that start at node $src_i$, traverse the required set of network functions in the given order, and terminate at node $dst_i$. We denote the walk selected by the routing algorithm for service request $C_i$ as $w_i \in W_i$. If the request is routed along the walk $w_i$, then the amount of traffic along each edge $e$ of the walk may be determined from quantities $d_i(k)$ of the request tuple. This is illustrated in Figure 4.1, where the service request shown at the top of the figure requires one unit of traffic from node $A$ to the network function $NF$ and from $NF$ to node $D$. The dotted line on the bottom of Figure 4.1 shows a walk that
Figure 4.1: A service chain request (top) and corresponding walk on the topology graph (bottom)

represents a valid embedding of this service chain on the network topology, assuming that the network function is located at node $E$. From this walk, we determine that one unit of traffic goes through the edges $(A, B)$ and $(B, D)$, while two units of traffic are placed on edge $(D, E)$. We use $tr_i(e, w)$ to denote the amount of traffic from request $C_i$ that travels along edge $e$ of walk $w$.

**Penalty function.** The penalty function serves as an indicator for the congestion of an edge $e$. For each edge $e$, we define the penalty function after we route request $C_i$ as:

$$p_i(e) = \gamma^{l_i(e)} L^*,$$ \hfill (4.9)

where $L^*$ is the optimal congestion of the network in hindsight, $\gamma$ is a constant (more details on $L^*$ and $\gamma$ shortly), and $l_i(e)$ is the load on edge $e$ after we route the first $i$ requests, namely, $l_i(e) = \sum_i tr_i(e, w_i)$.

**Potential function.** We use the potential function $\phi(i)$, defined as the sum of the edge penalty functions after we route the request $C_i$,

$$\phi(i) = \sum_{e \in E} p_i(e),$$ \hfill (4.10)

to capture the overall cost of placing the first $i$ requests.

**Shortest path tour.** The shortest path tour problem (SPTP) [25, 26] has been studied extensively in the literature in various contexts. The input to the problem is a
weighted graph $G$, source $src$ and destination $dst$ nodes, and multiple subsets of nodes \{$T_1, T_2, \ldots, T_K$\}. An algorithm for SPTP finds a walk (i.e., one or more edges may be traversed multiple times as part of the walk) from $src$ to $dst$ that visits at least one of the nodes in each set $T_k$, $1 \leq k \leq K$, sequentially. Additionally, the algorithm must construct a walk whose weighted length is shortest among all valid walks.

We note that, assuming subsets $T_k$ represent the sets of nodes $V_l$ where instances of each network function $NF_l$ are placed, then an (online) algorithm for SPTP will find a walk for routing an incoming service chain request. Therefore, our goal is to define a length function $len(e)$ for each edge such that the online SPTP algorithm will have a low competitive ratio with respect to congestion minimization. To this end, we first examine how congestion minimization is related to the potential function, and in turn how it translates into an appropriate length function $len(e)$ for SPTP.

Our first observation is that the log value of the potential function, $\log(\phi(i))$, is an upper bound for the competitive ratio. Specifically, the potential function is the sum of all penalties, and therefore greater than any single penalty value. More formally:

$$
\phi(i) = \sum_{e \in E} p_i(e) \geq \max_e p_i(e) \\
= \max_e \gamma \sum_i \frac{tr_i(e,w_i)}{c(e)L^*}.
$$

By taking the logarithm of both sides, and given the earlier definitions of $\gamma$ and $L^*$, it follows that the competitive ratio is bounded by $\log(\phi(i))$.

Furthermore, notice that the value of $\phi(i-1)$ is constant since the routing of all previous service requests is given (i.e., it is fixed and may not change). Therefore, minimizing the increment of the potential function, $\phi(i) - \phi(i-1)$, is inherently equivalent to minimizing the potential function $\phi(i)$ for this online problem. Now, we also observe that when service request $C_i$ is routed along the walk $w_i$, only the penalty function for the edges $e \in w_i$ will change. Thus, the increment to the potential function can be rewritten as:

$$
\phi(i) - \phi(i-1) = \sum_{(e) \in w_i} (p_i(e) - p_{i-1}(e)) \\
= \sum_{e \in w_i} \gamma \frac{l_{i-1}(e)}{c(e)L^*} \left(\frac{tr_i(e,w_i)}{c(e)L^*} - 1\right)
$$
We conclude that minimization of the potential function reduces to finding the shortest valid walk on $G$ whose length is defined by (4.13).

However, the penalty associated with walk $w$ depends on both the number of times and the order in which $w$ traverses an edge $e$. This is a crucial difference with SPTP, as the traffic is in the exponent of the second factor in (4.13), i.e., $\gamma^{\frac{\text{tr}_{t}(e,w)}{c(e)L^*}}$. In other words, if $w$ traverses $e$ multiple times, we cannot simply add the cost to obtain the penalty of the walk. This raises the question of what value to assign to each edge if we are to use an algorithm for SPTP to find the walk. In particular, we face a crucial dilemma: apparently, $\text{tr}_{t}(e,w)$, the amount of traffic we put on $e$, depends on the actual walk $w$, but we do not have knowledge of the walk until we find out the route.

**Length function.** To address the above issue, we must define the length function so that it is independent of the walk selected for a service request. Specifically, we define the length function for edge $e$ that is part of the walk for request $C_i$ as:

$$\text{len}_i(e,k) = \gamma^{\frac{l_{i-1}(e)}{c(e)L^*}} \left(\gamma^{\frac{d_i(k)}{c(e)L^*}} - 1\right) \quad (4.14)$$

With this definition, the length function depends on the number $k$ of segments of the walk (a value that is provided as input to the problem), as the amount of the traffic will change on different segments, but not on the specific walk selected.

Nevertheless, the length function (4.14) introduces another challenge. Specifically, a solution to SPTP (i.e., the shortest walk) using (4.14) as the length function may not be optimal under the function (4.13), since the length of the walk is inherently different. An example is shown in Figure 4.2, where we assume the new request is for one unit of traffic to be routed from source $A$ to destination $D$ after passing a network function located at node $C$ and the capacity of each edge is as shown on Fig. 4.2. For this example, the
utilization \( \frac{l_{i-1}(e)}{c(e)L^*} \) is assumed the same for all edges \( e \) prior to routing this new request, and also we assume \( L^* = 1 \). In this case, the solution to SPTP under length function (4.14) is the walk shown with a dotted line on the left side, while the optimal walk that minimizes the increase in potential function of (4.13) is different and shown in the right side.

Let us now assume that the maximum congestion cannot be the result of any one request, i.e., \( \sum_k \frac{d_i(k)}{c(e)} \leq L^*, \forall i, e \). This is a reasonable assumption that is satisfied in practice in the common scenario that the capacity of each edge is large compared to the traffic demand of any single request. Under this assumption, we can state the following result regarding the walk selected by an SPTP algorithm with length function (4.14):

**Lemma 1.** For a request \( C_i \), the shortest path tour \( w_i \) under the length function (4.14) is a \( \gamma \)-approximation to the optimal walk which minimizes (4.13).

Before we move to the proof of the lemma \( \gamma \)-walk-length, we first define two length functions, namely, the non-additive length and additive length function for a walk. Additionally, we observe from (4.13), that the load on each edge is link-specific. For the sake of simplicity, we assume, without loss of generality, that all edges have capacity \( c(e) = 1 \).

We first denote as \( \text{len}_{na}(e, w_i) \) the non-additive length function in (4.13), and as \( \text{len}_{na}^w(w_i) \) the corresponding length of a walk under this non-additive edge length:

\[
\text{len}_{na}(e, w_i) = \gamma \frac{l_{i-1}(e)}{L^*} \left( \frac{\text{tri}(e, w_i)}{L^*} - 1 \right) \\
\text{len}_{na}^w(w_i) = \sum_{e \in w_i} \text{len}_{na}(e, w_i).
\]  

We also define an additive length for a walk:

\[
\text{len}_a^w(w_i) = \sum_{k=0}^{k_i} \sum_{e \in s_k} \text{len}_i(e, k),
\]  

where the \( \text{len}_i(e, k) \) is the length function defined in Chapter 4.3. The total contribution of edge \( e \) to the walk is given by: \( \text{len}_a(e, w_i) = \sum_{k:e \in s_k} \text{len}_i(e, k) \).

In order to prove the Lemma 1, we first prove the following lemma.

**Lemma 2.** For any walk \( w_i \), the non-additive length of the walk is (a) bounded below by the additive length, and (b) bounded above by \( \gamma \) times the additive length, i.e.

\[
\text{len}_a^w(w_i) \leq \text{len}_{na}^w(w_i) \leq \gamma \text{len}_a^w(w_i)
\]  
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Proof. We have the following observation: for a walk \( w_i \), the ratio of the non-additive cost to the additive cost is bounded below and above by the minimum and maximum ratio of each edge, respectively:

\[
\min_{e \in w_i} \frac{\text{len}_{na}(e, w_i)}{\text{len}_a(e, w_i)} \leq \frac{\text{len}_{na}(w_i)}{\text{len}_a(w_i)} \leq \max_{e \in w_i} \frac{\text{len}_{na}(e, w_i)}{\text{len}_a(e, w_i)} \tag{4.19}
\]

The two length function is different when and only when \( w \) traverses \( e \) multiple times. As \( w_i \) stands for the routing of the request, the traffic placed on edge \( e \) is the same, regardless of the penalty function. Without loss of generality, we assume that the walk traverses the edge for the first \( k \) times. Then, the ratio of the two functions is:

\[
\frac{\text{len}_{na}(e, w_i)}{\text{len}_a(e, w_i)} = \frac{\gamma^k \sum_{i=1}^{k} x_i^k - 1}{\sum_{i=1}^{k} x_i^k - 1} \tag{4.20}
\]

First, we prove that the non-additive cost is bounded below by the additive cost. Using the Taylor expansion of the exponential function, one may verify that \( \gamma \sum_i x_i - 1 \geq \sum_i (\gamma x_i - 1) \) for all \( \gamma \geq 1 \) and \( x_i \geq 0 \), leading to the desired result:

\[
\frac{\text{len}_{na}(e, w_i)}{\text{len}_a(e, w_i)} = \frac{\gamma^k \sum_{i=1}^{k} x_i^k - 1}{\sum_{i=1}^{k} x_i^k - 1} \geq 1 \tag{4.21}
\]

Next, we prove that the non-additive cost is bounded above by \( \gamma \) times the additive cost. The difference between the two costs on any edge \( e \) is:

\[
\frac{\text{len}_{na}(e, w_i)}{\text{len}_a(e, w_i)} = \frac{\gamma^k \sum_{i=1}^{k} x_i^k - 1}{\sum_{i=1}^{k} x_i^k - 1} \leq \frac{\gamma - 1}{\sum_{i=1}^{k} x_i^k - 1} \tag{4.22}
\]

Inequality (4.22) holds due to two reasons: first, it is our assumption that a single request may not cause the most congestion, i.e., \( \sum_{i=1}^{k} x_i^k \leq 1 \); second, \( \gamma^x - 1 \leq (\gamma - 1)x \), for \( 0 \leq x \leq 1 \) and \( \gamma \geq 1 \).

Using the Maclaurin series \( \gamma^x = \sum_m \frac{(ln \gamma)^m}{m!} x^m \), one may verify that \( \gamma^x - 1 \geq \gamma x ln \gamma \)
for $\gamma \geq 1$, leading to the following inequality:

$$\frac{\text{len}_{na}(e, w_i)}{\text{len}_a(e, w_i)} \leq \frac{(\gamma - 1) \sum_k t_k}{\sum_k (\gamma \frac{d_k}{L^*} - 1)} \leq \frac{(\gamma - 1) \sum_k t_k}{\sum_k \ln \gamma \frac{d_k}{L^*}}$$

(4.23)

$$= \frac{\gamma - 1}{\gamma \ln \gamma} \gamma \leq \gamma$$

(4.24)

The last inequality (4.24) stems from the fact that $\frac{\gamma - 1}{\gamma \ln \gamma}$ is a monotonically decreasing function with respect to $\gamma$, and $\lim_{\gamma \to 1} \frac{\gamma - 1}{\gamma \ln \gamma} = 1$.

Combining (4.21) with (4.24) we obtain the stated lower and upper bounds for the non-additive length of any walk. \qed

We are now ready to prove Lemma 1.

Proof. Denote the shortest valid walk with respect to the additive length $\text{len}_a^w(w)$ as $w^a$, and the optimal walk with respect to the non-additive length $\text{len}_{na}^w(w)$ as $w^*$. Applying the lower and upper bounds of Lemma 4, we have the following two inequalities:

$$\frac{1}{\gamma} \text{len}_{na}^w(w^a) \leq \text{len}_a^w(w^a), \quad \text{len}_a^w(w^*) \leq \text{len}_{na}^w(w^*)$$

(4.25)

Since $w^a$ is the shortest walk under the additive function, we have that:

$$\text{len}_a^w(w^a) \leq \text{len}_a^w(w^*)$$

(4.26)

Combining the last inequality with the two in (4.25), we obtain:

$$\text{len}_{na}^w(w^a) \leq \gamma \text{len}_{na}^w(w^*)$$

(4.27)

which proves Lemma 1. \qed

### 4.3.2 Online Algorithm

Before we describe our online algorithm, let us explain how to circumvent the fact that the value of $L^*$, the optimal congestion in hindsight, is unknown. Since we do not have any prior knowledge, we use $\lambda$ as an estimate for $L^*$. Initially, we set $\lambda$ set to be the minimum possible congestion for the first request, and we use this value in the length
function (instead of the unknown $L^*$). For request $C_i$, after we map it using the initial value of $\lambda$, we examine all the edges. If there exists an edge $e$ such that

$$tr_i(e, w_i) + l_{i-1}(e) \geq \log_2(4m)\lambda, \forall e \in w_i$$

(4.28)

then we double the value of $\lambda$ and remap the request $C_i$. This approach does not affect the asymptotic competitive ratio. The proof to the correctness of this approach is in [4].

In addition, we describe below how to select a walk fewer hops. We recognize that a non-zero constant term in a length function would encourage the selection of a walk with fewer number of hops. If we switch the length function from (4.14) to

$$len_i'(e, k) = len_i(e, k) + \alpha * \rho$$

$$= \gamma \frac{l_i(e)}{(\gamma L^*)} \left( \frac{d_i(k)}{\gamma c(e) L^*} - 1 \right) + \alpha * \rho$$

(4.29)

, where $\alpha$ and $\rho$ are two positive constant (we shall discuss how to determine their values shortly) and run the SPTP algorithm, then we can expect a shorter walk than the one under (4.14). For the sake of brevity, we call the first term, $len_i(e, k)$, the congestion term, and the second, $\alpha * \rho$, the constant term. The reason we can expect a shorter walk is as follow. Suppose we have two different walks $w_i$ and $w_i'$, with the number of hops being $h(w_i)$ and $h(w_i')$, while $h(w_i) > h(w_i')$. The constant term in a length functions respectively contribute $h(w_1) * \alpha * \rho$ and $h(w_2) * \alpha * \rho$ to the total length of the two walks. This would discourage the selection of the walk $w_1$ so long as the difference in the load term is not significant enough.

It remains to be a problem on how to select the constant term for each edge. We assign the value in the following way: first, given a service request, we route the service chain along an SPTP under the length function (4.14). This results in a walk $w_i'$. The weighted length of $w_i'$ is $\omega$, and the number of hops is $h(w_i')$. We select $\rho = \omega/h(w_i')$ and have the following observation:

**Lemma 3.** The shortest path tour under the length function (4.29) is $(1+\alpha)\gamma$-approximation to the optimal walk that minimizes (4.13).

**Proof.** We denote the Shortest Path Tour under the length function (4.14) as $w'$, and under length function (4.29) as $w$. 
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First, it is easy to verify that the weighted length of \( w \) under (4.29) is at most \((1+\alpha)\omega\). This is because the walk \( w' \) has the length of \( \omega \) under the length function (4.14) and \((1+\alpha)\omega \) under (4.29). As \( w' \) is not necessarily the Shortest Path Tour, and we are running a Shortest Path Tour algorithm, the shortest walk we find under (4.29), namely, \( w \), has a weighted length of at most \((1+\alpha)\omega\).

Second, notice that the constant term in length function (4.29) is positive, meaning that the length of \( w \) under (4.14) is strictly smaller than its length under (4.29). This implies that the length of \( w' \) is at most \((1+\alpha)\omega \) under length function (4.14). Following the result from Lemma 1, where \( \omega \) is a \( \gamma \)-approximation solution to the weighted length, we can conclude the weighted length of \( w \) is at most \((1+\alpha)\gamma\)-approximation to the optimal solution.

With the proper concepts defined, our online algorithm is presented as Algorithm 1 below. We first build a graph using the length function (4.14), based on the link load from previous requests, the demand of the new request, and the estimate for the optimal congestion \( \lambda \). Then, we route the request using a shortest path tour algorithm to find the walk \( w'_i \) based on this graph. We obtain the weighted length for this Shortest Path Tour \( \omega \), and the number of hops for this tour \( h(w'_i) \). Using these two values, we re-compute the Shortest Path Tour under the length function (4.29), and obtain the tour \( w'_i \). For all edges \( e \in w_i \) along this walk, we examine if the inequality (4.28) holds. If so, this suggests that our estimate of \( L^* \) is low; in this case, we double the value of the estimate \( \lambda \), recompute the length function, and reroute the request \( C_i \). Otherwise, we route the request along walk \( w_i \) and update the load of the corresponding edges.

### 4.3.3 Performance Analysis

#### Time Complexity

Building a weighted graph can be completed in \( O(m) \) time, hence the time complexity of Algorithm 1 is dominated by finding the shortest path tour, which can be completed in \((Km \log n)\) time [10], where \( K \) is the number of network functions in the request (i.e., the number of segments of the walk).

Due to the potential underestimation of \( L^* \), the SPTP algorithm may have to be run multiple times for a single request. For each request, this will happen at most \( \log_2(KDC) \) times, where \( D \) is a ratio of the maximum to minimum traffic demand, and \( C \) is the ratio
Algorithm 8 Online service chain routing

Input:
- $l_{i-1}(e)$: existing load on edge $e$
- $C_i$: new service chain to be routed.
- $\lambda$: estimation for the optimal congestion in hindsight.

Output:
- $w_i$: selected route for service chain $i$

1: Construct a weighted undirected graph $G$ with edge length set according to (4.14), with $\lambda$ in place of $L^*$.
2: Compute the shortest path tour $w'_i$ to obtain the length $\omega$ and the number of hops $h(w'_i)$.
3: Re-compute the shortest path tour $w_i$ with weight-length according to (4.29).
4: if $\exists e \in w_i$, $l_{i-1}(e) + tr_i(e, w_i) \geq \lambda \log_2(4m)$ then
5: $\lambda \leftarrow 2\lambda$, goto Step 1
6: end if
7: Update the load on each link.

of the maximum to minimum edge capacity. This follows from the fact that the minimum value that $\lambda$ takes is $\lambda = \frac{\min_{i,k} t_k^h}{\max_{e} c(e)}$, while a maximum value in (4.28) is $\frac{\max_{i} \sum_{h} t_k^h}{\min_{e} c(e)}$. As the estimate doubles each time, the number of estimates is upper bounded by $O(\log(KDC))$.

Thus, the overall time complexity of this online algorithm is in $O(Km \log n \log(KDC))$.

Competitive Ratio

We now prove that our algorithm achieves a competitive ratio that is asymptotically optimal. In the first place, we make the following observation on the lower bound of the competitive ratio for Algorithm 1.

Lemma 4. Service Chain Routing problem has a $O(\log m)$ lower bound for the competitive ratio.

Proof. Observe that in the special case of $K = 0$, i.e., when the service does not request any network function between the source and destination nodes, the service chain routing problem reduces to the virtual circuit routing problem in [4]. The optimal competitive ratio of virtual circuit routing is $O(\log m)$, which suggests that $O(\log m)$ is the lower bound. \qed
We then show that the Algorithm 1 achieves a $O(\log m)$ competitive ratio. Combined with Lemma 4, it suggests that the competitive ratio achieved by Algorithm 1 is asymptotically optimal.

To proof the competitive ratio of the Algorithm 1, we first prove that there is an upper bound for the potential function $\phi(i)$.

**Lemma 5.** The potential function can be upper-bounded by $\phi(i) \leq \sigma m$, $\forall i$, where $m$ is the number of edges of the network graph and $\sigma$ a constant number, with a proper choice of $\alpha$ and $\gamma$.

**Proof.** Denote the shortest walk under (4.29) as $w_i$, and the optimal walk in hindsight as $w_i^\ast$.

Following the result of Lemma 2, the increase to the potential function is:

$$\phi(i) - \phi(i - 1) = \text{len}_{na}(w_i) \leq (1 + \alpha)\gamma \text{len}_{na}(w_i^\ast)$$  \hspace{1cm} (4.30)

The sum of the differences above is given by:

$$\phi(R) - \phi(0) = \sum_{i=1}^{R} (\phi(i) - \phi(i - 1))$$  \hspace{1cm} (4.31)

$$\leq (1 + \alpha)\gamma \sum_{i=0}^{R} \text{len}_{na}(w_i^\ast)$$  \hspace{1cm} (4.32)

$$= (1 + \alpha)\gamma \sum_{i=0}^{R} \sum_{e \in C_i^\ast} \gamma^{l_{R(e)}}(\gamma - 1) \sum_{k} d_i(k)/L^*$$  \hspace{1cm} (4.33)

$$\leq (1 + \alpha)\gamma(\gamma - 1) \sum_{e \in C_i^\ast} \gamma^{l_{R(e)}} \sum_{i=0}^{R} \sum_{k} d_i(k)/L^*$$  \hspace{1cm} (4.34)

$$= (1 + \alpha)\gamma(\gamma - 1) \sum_{e \in C_i^\ast} \gamma^{l_{R(e)}} \sum_{i=0}^{R} d_i(k)/L^*$$  \hspace{1cm} (4.35)

$$\leq (1 + \alpha)\gamma(\gamma - 1) \phi(R)$$  \hspace{1cm} (4.36)

Inequality (4.34) results from the fact that $l_i(e)$ is non-decreasing with respect to $i$, and $\gamma^{x} - 1 \leq (\gamma - 1)x$. Inequality (4.37) holds as $L^* \leq \sum_{i=0}^{R} \sum_{k} d_i(k, j)$ is the optimal
congestion, in hindsight, for $e$ for the first $R$ requests.

By setting $\gamma = 1.4$ and $\alpha = 0.5$, we have the desired result: $\phi(R) < 6.25\phi(0) = 6.25|E| = 6.25m$.

Theorem 6. The competitive ratio of Algorithm 1 is $O(\log m)$, which is asymptotically optimal for congestion minimization.

Proof. First, we show that $O(\log m)$ is a lower bound on the competitive ratio. Observe that in the special case of $K = 0$, i.e., when the service does not request any network function between the source and destination nodes, the service chain routing problem reduces to the virtual circuit routing problem in [4], the optimal competitive ratio of which is $O(\log m)$. This suggests that $O(\log m)$ is the asymptotically optimal competitive ratio for Algorithm 1.

Next, we show that the competitive ratio achieved by our algorithm is $O(\log m)$. Combining inequality (4.12) and Lemma 2 and taking the logarithm on both sides, we obtain

$$\max_{e \in E} \frac{l_i(e)}{c(e)L^*} \leq \log_\gamma(\sigma m)$$

(4.38)

which shows that the algorithm is $\log m$-competitive.

4.4 Numerical Results

In this section, we present the numerical result to evaluate the performance of the online service chain routing algorithm.

4.4.1 Baseline algorithms

We use the following two methods as the baseline to our proposed algorithm (competitive-online):

- **Lp-Offline**: The first approach is via solving the LP problem in hindsight. In an offline scenario, we have all the information about the service chain in advance. We relax the integral constraint (4.8) for the ILP in section 4.2, and solve the corresponding LP-problem. The solution to the LP-problem will serve as the lower bound for maximal utilization minimization problem. In an offline case, we have
more information than an online scenario and the solution to the LP problem may be fractional. It would mean that the \textit{Lp-Offline} will only provide a better load balancing than any online algorithm who steers the traffic along a single-walk. Thus, the gap between the proposed algorithm, \textit{competitive-online} and the \textit{LP-offline} will serve as an indicator of how well \textit{competitive-online} performs, compared to any possible online algorithms.

- \textbf{SPTP-online}: Another baseline algorithm we use is another online algorithm via the SPTP. The difference with this algorithm and that of ours is that the length function of an edge is set to be a function of the congestion level. The length function we choose is the one used in [28] for the OSPF routing, i.e.,

\[
\text{len}(e) = \begin{cases} 
1 & u(e) \in [0, \frac{1}{3}) \\
3 & u(e) \in \left[\frac{1}{3}, \frac{2}{3}\right) \\
10 & u(e) \in \left[\frac{2}{3}, \frac{9}{10}\right) \\
70 & u(e) \in \left[\frac{9}{10}, 1\right) \\
500 & u(e) \in \left[1, \frac{11}{10}\right) \\
5000 & u(e) \in \left[\frac{11}{10}, +\infty\right)
\end{cases}
\]

Upon the arrival of each service chain request, we compute the length function based on the current load of each edge, and we route along the Shortest Path Tour accordingly.

- \textbf{fewest-hop}: Same as the \textit{SPTP-online} except for the length function. For all edges, we assign its length as 1. By computing the Shortest Path Tour under this value, we obtain a service chain routing which solely minimizes the number of hops from the source to the destination. This baseline algorithm serves as a lower-bound in terms of the number of hops.

### 4.4.2 Simulation Setup

We set up a simulation to evaluate the effectiveness of our proposed algorithm. For the topology of the physical network, we generate a topology follows the Waxman model, which captures the topology of the intra-domain networks [55]. The topology we use consists of 50 nodes, the capacity of each edge follows a uniform distribution in the range.
of \([50, 100]\). We define a total number of six different types of services supported by the physical networks. For each service, we randomly select 10 physical network nodes, representing the locations where the NFs are instantiated.

We use randomly generated service requests. For each service chain request \(i\), we randomly select \(1 \leq k_i \leq K\) number of virtual requests, and those NFs are concatenated in a random order. The traffic demand between each network function follows a uniform distribution of \([1, 5]\).

The metrics we evaluate include: 1) the maximum link utilization after we route the service chain requests; 2) the average number of hops for the service chain to reach the destination. For each simulation scenario, we run the simulation for 30 times to obtain the maximal congestion on average and the corresponding 95-percent confidence interval. Also, we measure the average number of hops from the source to the destination. Because the \(LP\)-offline and the shortest-walk are two baselines for the maximum utilization and average number of hops, we only evaluate their performance on the corresponding metrics.

Fig. 4.3 plots the maximal congestion versus the total number of requests being routed on the substrate network, with the maximal length of the chain to be \(K = 4\). Compared to the \(LP\)-offline, the lower-bound on the maximal congestion, the relative gap between the two is in the range of \((9.4\%, 23.3\%)\). Notice that while the \(LP\)-offline is a lower-bound to the service chain routing problem, the bound is not tight. The reason is that the \(LP\)-offline will return a fractional routing for the service chain, meaning the congestion will be even lower than the optimal value in the hindsight. This implies that the gap between the competitive-online algorithm and the optimal solution in hindsight is potentially smaller than the one presented in Fig. 4.3. Compare to the SPTP-online algorithm, the competitive-offline delivers a better performance. It minimizes the network congestion a ratio from 0% to 30%.

Fig. 4.4 plots the average number of hops from the source to the destination. In all cases, the proposed algorithm, competitive-online, routes the service chain with less than 1.6 additional hops on average when compares to the lower-bound, i.e., shortest-walk. While compared to the SPTP-online, the number of hops are affected by the amount of service requests routed, or in another word, the load on the substrate network. When the substrate network is under-utilized, the competitive-online routes the service chain with as much as 1.16 (or 20.7% in relative) extra number of hops on average; otherwise, when the load is high, it selects the route with 0.69 (or 9.9%) fewer hops. This follows
Figure 4.3: Maximal congestion v.s. number of requests

Figure 4.4: Maximal congestion v.s. number of requests
from the fact that the constant term in (4.29) depends on $\omega$, the weighted length of the first shortest walk. A larger value for $\omega$ would further encourage the routing algorithm to route the service chain along a shorter walk. With a higher amount of traffic in the network, the load on each edge would see an increase. This results in a larger value for $\omega$, and in turn, a larger constant term, and eventually leads the service chain to a walk with a fewer number of hops.

Next, we look at how the maximal length of the service chain would affect the performance. From the previous simulation results, we see that the traffic has an impact on the performance of our algorithm when compared to the baseline algorithm. So, we evaluate the performance of our algorithms under two different conditions: 1) a relatively low load, with $N = 100$ requests and 2) a relatively high load, with $N = 200$ requests.

Fig. 4.5 and Fig. 4.7 plot the congestion versus different maximal service chain length, with a total number of $N = 100$ and $N = 200$ requests respectively. In terms of the maximal congestion, the ratio between $LP$-offline and the competitive-online is in a range of 1.17 to 1.27 when $N = 100$, and 1.06 to 1.21 when $N = 200$. Compare to $SPTP$-online, we can see that the competitive-online minimizes the congestion by 9% to 11% when $N = 100$ and by 3% to 15% with $N = 200$.

Fig. 4.6 and Fig. 4.8 plots the mean number of hops with respect to the maximal service chain length. We can observe that the load has the same impact on the number of hops on the competitive-online algorithm as we see in Fig 4.4: it routes the service chain along the route with more number of hops when the load is lower. Compared to the lower bound, fewest-hops, our proposed algorithm needs 1.1 to 1.7 extra hops (or 23% to 29% more hops) to route the service chain, when $N = 100$. Likewise, it needs 0.82 to 1.49 extra hops (or 18% to 25% more hops) when there are 200 hundred requests.

Compared to the $SPTP$-online, we see that our algorithm needs up to 0.57 additional hops (or 10% in comparison) to with $N = 100$. With 200 service requests, competitive-online generally results in a fewer of hops. The number of hops levels up with $SPTP$-online when $K = 2$, while it can route with 0.7 fewer hops when $K = 6$.

From this set of simulations, we can conclude that our proposed algorithm is near-optimal in terms of minimizing the congestion, demonstrated by the fact the competitive-online algorithm results in 27% higher congestion against an offline lower-bound, while it consistently delivers a better congestion than the ospf-online algorithm. As for the minimizing the number of hops needs, the proposed algorithm generally incurs a small
increase in the number of hops to route the service chain. Indeed, compared to the few-hops, we can see that our proposed algorithm needs up to less than 1.3 hops on average.
Figure 4.5: Maximal congestion v.s. number of requests

Figure 4.6: Maximal length of the service chain v.s. number of requests
Figure 4.7: Maximal congestion v.s. number of requests

Figure 4.8: Maximal congestion v.s. number of requests
Chapter 5

Conclusions and Future Works

In our work, we have discussed the resource allocation problems in the virtual network environment. A summary of our work is as follows:

First, we presented a spectral clustering based algorithm to partition the virtual network requests into clusters. By transforming a virtual network request into the eigenspace, the traffic intensity could be captured by the Euclidean distance. A clustering on eigenspace could lead to a partitioning of the virtual network request, which would minimize the inter-cluster traffic.

Second, we presented a reconfiguration strategy for virtual network requests. For the virtual network reconfiguration, we jointly consider the workload for substrate nodes and links, as well as migration costs. To avoid the computational complexity to solve a linear programming problem, we propose an FTPAS algorithm base on multi-commodity flow problem.

Third, we developed an online algorithm for the service chain routing in an NFV environment. We presented an efficient algorithm that aims at jointly minimizing network congestion and the number of hops. We prove that this algorithm is $O(\log m)$-competitive.

The effectiveness of those strategies is evaluated by the simulations. We believe these methods can help the network operator to make a more informed decision towards resources management in a Virtual Network Environment.
5.1 Future Work

We proposed a new perspective to solve the resource allocation problems in a virtual network environment. Some of the future directions are summarized as follows.

1. **Online Admission Control Policies:** In a virtual network environment, the problem we deal with, in large part, is to embed the virtual network requests onto a physical network with finite resources. As the virtual network request arrives dynamically, often, it is the case that we can not admit all the requests over the physical network. One future research direction is to couple the requests embedding with the admission control policies, in a way that we can admit as many requests as possible, without significant performance degradation. In this context, future research effort could direct toward developing efficient online algorithms with a provably good performance guarantee.

2. **Time Varying Resource Demand:** The work of this thesis assumes the resource demand remains static, and is known in advance. We may further study how to handle the case where the resource demand will change over time, while we do not have complete knowledge of the demand. As the embedding problem can be formulated as the optimization problem, one possible research direction is to incorporate the time-varying factor into the optimization problem and devise efficient algorithm to solve those problems. Another possible research direction is to devise a prediction based algorithm to address the uncertainties on the resource demand.

3. **Virtual Request Condition:** As discussed in Chapter 3, we can achieve a better network performance by partially remapping the virtual nodes and links. In the same spirit, we envision that rerouting can improve the performance of the network function virtualization. However, each reconfiguration comes at a cost: virtual node migration leads to an increasing amount of traffic, while the rerouting dictates setting up new paths and tearing down the existing ones. Thus, one opening question is when to trigger the reconfiguration events. In addition to the periodical reconfiguration or invoke the reconfiguration strategies when the network condition deteriorates to certain conditions, it might be worth exploring new policies to trigger the reconfiguration that can deliver better performance while minimizing the total number of reconfiguration.
BIBLIOGRAPHY


