








V. SIMULATION STUDY

We now present the results of simulation experiments to
evaluate the performance of the Rec-FF algorithm on two
network topologies, the 14-node, 21-link NSFNET and the 32-
node, 54-link GEANT2 network, with shortest-path routing.
For each topology, we create SA problem instances by gen-
erating traffic requests between all node pairs in the network
as follows. We consider data rates of 10, 40, 100, 400, and
1000 Gbps. For a given problem instance, we generate a
random value for the demand between a pair of nodes based on
one of three distributions: 1) Uniform: each of the five rates is
selected with equal probability; 2) Skewed low: the rates above
are selected with probability 0.30, 0.25, 0.20, 0.15, and 0.10,
respectively; or 3) Skewed high: the five rates are selected with
probability 0.10, 0.15, 0.20, 0.25, and 0.30, respectively. Once
the traffic rates between each node pair have been generated,
we calculate the corresponding spectrum slots by assuming
that the slot width is 12.5 GHz, and adopting the parameters
of [17] to determine the number of spectrum slots that each
demand requires based on its data rate and path length.

The performance measure we consider is the maximum
number of spectrum slots on any network link as obtained
by either the FF or Rec-FF algorithms. We let the Rec-FF
algorithm run until it either reaches the lower bound (in which
case we know for certain it has found an optimal solution) or
it reaches a 5-hour limit on running time; while in the latter
case we are not certain that the algorithm has found an optimal
solution, as we discuss shortly, we believe that the solution is
very close to optimal. For meaningful comparisons between
problem instances, we normalize the solutions returned by
FF or Rec-FF by dividing with the lower bound LB for the
corresponding instance from expression (1). Clearly, the closer
the normalized value is to 1.0, the better the solution.

Figures 2 and 3 present results for the NSFNET and
GEANT2 topologies, respectively. Each figure includes three
subfigures, one each for demand matrices generated by the
skewed low, skewed high, and uniform distributions, respec-
tively. Each subfigure plots the normalized FF solution, the
normalized Rec-FF solution, and the normalized lower bound
(the last one as a horizontal line at y = 1.0), for each of 100
random problem instances generated for the stated parameters
(i.e., network topology and traffic demand distribution).

We first note that the FF algorithm produces solutions of
good quality that are within 30% (respectively, 12%) of the
lower bound for the 300 NSFNET (respectively, GEANT2)
problem instances. These results are consistent with earlier
research indicating that the FF algorithm performs well. Re-
garding the Rec-FF algorithm, we observe that it finds better
solutions than FF in most instances. Table I summarizes the
average relative performance of the FF and Rec-FF algorithms
in terms of how far (in percentage) terms their solutions are
from the lower bound, the number of instances (out of 100 for
each distribution) that the Rec-FF produces better solutions
than FF, the number of instances that Rec-FF finds a solution
equal to the lower bound (i.e., a guranteed optimal solution),
and the average absolute difference between the FF and Rec-
FF solutions, in spectrum slots. For the NSFNET (respectively,
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Fig. 2. Normalized solutions to 300 problem instances, NSFNET

1

1.01

1.02

1.03

1.04

1.05

1.06

1.07

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

!
"#

$
%&

'()
*+

,%
&-

).

/0.1%02)+!-$3)#

GEANT2 Uniform
!"#$%&'()*+4"5)#+6"-0* !"#$%&'()*+77+8"&-1'"0 !"#$%&'()*+9)2:77+8"&-1'"0

1

1.02

1.04

1.06

1.08

1.1

1.12

1.14

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

!
"#

$
%&

'()
*+

,%
&-

).

/0.1%02)+!-$3)#

GEANT2 Skewed Low
!"#$%&'()*+4"5)#+6"-0* !"#$%&'()*+77+8"&-1'"0 !"#$%&'()*+9)2:77+8"&-1'"0

1

1.01

1.02

1.03

1.04

1.05

1.06

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

!
"#

$
%&

'()
*+

,%
&-

).

/0.1%02)+!-$3)#

GEANT2 Skewed High
!"#$%&'()*+4"5)#+6"-0* !"#$%&'()*+77+8"&-1'"0 !"#$%&'()*+9)2:77+8"&-1'"0

Fig. 3. Normalized solutions to 300 problem instances, GEANT2



TABLE I
RELATIVE PERFORMANCE OF FF AND REC-FF ALGORITHMS

Traffic FF Rec-FF Avg Diff
% from LB % from LB # instances < FF # instances = LB (slots)

NSFNet Skewed High 9.28% 5.46% 53 20 3.78
Skewed Low 11.73% 6.55% 52 26 2.65

Uniform 10.12% 6.01% 47 23 3.08
GEANT2 Skewed High 2.66% 1.22% 79 14 8.44

Skewed Low 6.58% 3.54% 77 30 7.76
Uniform 2.88% 1.37% 71 33 6.47

GEANT2) network, Rec-FF improves on the FF solution in
47-53 (respectively, 71-79) instances, depending on the traffic
distribution, of which it finds a solution equal to the lower
bound in 20-26 (respectively, 14-33) instances. Also, although
the percentage improvement over the FF solution is lower for
the GEANT2 network, the absolute difference is more than
twice that for the NSFNET network. In other words, even
a small improvement in the larger GEANT2 network results
in significantly larger spectrum savings, especially since it
applies across many more network links.

Finally, Figure 4 shows the improvement in the solutions
found by the Rec-FF algorithm as a function of how long the
algorithm has run, starting from the FF solution it receives
as input at time t = 0 until we terminate the algorithm after
5 hours (note that the time axis is not in linear scale). We
show two instances, one for NSFNET and one for GEANT2,
for which Rec-FF finds a solution that is better than FF but
is higher than the lower bound (hence the algorithm runs for
the full 5 hours). It takes less than 5 sec (respectively, 45 sec)
for Rec-FF to find the best solution in the case of NSFNET
(respectively, GEANT2); in the remaining time the algorithm
explors solutions that are not better than the best one found in
the first few seconds. These trends are very similar to the ones
we observed for all instances of the corresponding networks,
and indicate that 1) it takes only a few seconds for Rec-FF
to find its best solution, and 2) even if this solution is not
optimal, it is likely very close to optimal.

VI. CONCLUDING REMARKS

We have developed Rec-FF, an algorithm that applies the
FF heuristic recursively to solve optimally the SA problem.
The algorithm generally takes less than one minute to produce
solutions that are very close to the lower bound and which, we
conjecture, are optimal. We plan to integrate Rec-FF with the
algorithm in [14] so as to solve large RSA problems efficiently.
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